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This work focuses on the development and application of high-order discretization tech-

niques for multi-component turbulent non-equilibrium hypersonic flows. The governing

equations (i.e., Navier-Stokes) are discretized in space using finite differences. High-order

approximation of the inviscid flux derivatives are sought within the framework of Weighted

Essentially Non-Oscillatory (WENO) schemes, with particular emphasis on minimization of

dissipation and dispersion errors. Central finite differences are adopted to discretize the

diffusive flux derivatives. Time-integration is performed via split/un-split Strong-Stability-

Preserving schemes. The proposed numerical methods are implemented in an innovative

high-performance tool, hypercode, described in a companion paper. Thermodynamic and

transport properties, and source terms due to chemistry are evaluated using the plato li-

brary developed at University of Illinois. Applications consider two canonical problems: (i)

Taylor-Green vortex and (ii) decay of compressible isotropic turbulence.

I. Introduction
The calculation of the flow past a vehicle flying at hypersonic speeds requires accounting for a broad family of

physical phenomena such as non-equilibrium kinetic processes (e.g., dissociation, excitation), transition and turbulence

[1]. Currently, the solution to the above problem by Computational Fluid Dynamics (CFD) techniques is often (if

not always) achieved via legacy multi-temperature models [2, 3]. The former are, however, correlation-based models

and, as such, they have a limited range of accuracy. Moreover, the software tools employed for the numerical solution

of the governing equations (i.e., Navier-Stokes) are often designed around second-order upwind-biased finite volume

upwind schemes. This is motivated by the built-in dissipation of upwind schemes which helps preventing numerical

instabilities across shocks and/or regions of steep gradients [4–6]. These features may lead however to excessive

smearing and extrema clipping and are therefore unacceptable when simulating turbulent flows.

The present paper is first a step towards the development of low dispersion and dissipation high-order schemes of

the WENO family for turbulent non-equilibrium hypersonic flows. These schemes are currently being implemented
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in an innovative high-performance tool, hypercode, described in a companion paper [7]. In order to go beyond

the intrinsic limitations of multi-temperature models, both State-to-State (StS) [8–16] and reduced-order models [17–

27] are considered with the purpose of a more accurate understanding of the inter-play among non-equilibrium and

turbulence.

The present manuscript is structured as follows. Section II describes the physical model. The numerical method is

discussed in Sec. III. Results are discussed in Sec. IV. Conclusions and future work are outlined in Sec V.

II. Physical modeling
The multi-component gases considered in this work are made of atoms and molecules. The set of species is

denoted by the symbol S and their number is denoted by Ns. For the sake of generality, the set S may refer to either the

chemical components when using a macroscopic model or to the bound states (e.g., vibrational, electronic) of atoms and

molecules in the case of a StS approach [8, 28]. In the case of a macroscopic formulation, non-equilibrium effects may

be taken into account via legacy multi-temperature models or via an innovative and more accurate Maximum-Entropy

(ME) reduced-order model framework[21]. In this method the internal energy ladder is first divided in groups/bins.

The population within each group is then approximated by means of an energy polynomial subjected to a series of

moment constraints (e.g., mass, energy) [21]. In the linear case (i.e., first-order polynomial) the whole procedure is

equivalent to assume that each group follows a Maxwell-Boltzmann distribution at its own internal temperature Tk .

These additional temperatures are stored in the set I and their number is denoted by Ni. The ME model has been

applied with success to dissociating/ionizing and radiating flows [19–27]. Results discussed in the above works have

shown that using 3–6 energy groups allows to retrieve StS predictions which require, in general, tracking hundreds to

thousands of species.

Thermodynamics It is assumed that each component of the mixture behaves as a perfect gas. In light of this, the gas

pressure readily follows from Dalton’s law, p =
∑

s∈S ρsRsT , where ρs and Rs stand, respectively, for partial densities

and specific gas constants, whereas T is the temperature. The sensible and formation energies per unit mass are denoted

by the symbols es and ef
s, respectively. Following Grossman and Cinnella [29] the sensible energy es is conveniently

split as the sum of two contributions, es = ês(T ) +
∑

k∈I ẽsk(Tk) , where the first term accounts for the degree(s) of

freedom in thermal equilibrium with translation whereas the second includes those in lack of equilibrium. The mass

density is obtained by summing the contribution from all species, ρ =
∑

s∈S ρs. The same method can be applied

to evaluate the total thermal and non-equilibrium energy densities as ρe =
∑

s∈S ρses and ρek =
∑

s∈S ρs ẽsk(Tk),

respectively.

Transport The calculation of transport properties and fluxes is accomplished by means of the first-order Chapman-

Enskog solution method for the Boltzmann equation [28, 30]. The application of the latter procedure allows to obtain

macroscopic balance equations in closed-form and proves that, for a simple gas, the stress tensor, τij , and the heat-flux

vector, qi , are given by Newton and Fourier’s laws, respectively. The calculation of transport properties such as

viscosity, η, and translational thermal conductivity, κ, is accomplished upon solution of linear symmetric transport

systems stemming from the application of a Sonine-Laguerre polynomial expansion [30]. The same holds true for the

mass diffusion fluxes, Js , which are obtained by solving Stefan-Maxwell’s equations [30]. The contributions of internal

degrees of freedoms (e.g., rotation, vibration) to the thermal conductivity, κk , are modeled based on the generalized

Eucken correction [30].

Kinetics The mass and energy production terms (ωs and Ωk , respectively, in what follows) due to kinetic processes

are evaluated based on the zeroth-order reaction rate theory. This corresponds to a Maxwellian reaction regime in the

Champan-Enskog method [28, 30]. Kinetic data for rate coefficients of direct processes (e.g., dissociation) are taken

from the available literature for both multi-temperature and StS models. Rate coefficients for the reverse processes

(e.g., recombination) are obtained based on micro-reversibility [31].

The evaluation of the above quantities is accomplished using the plato library developed at University of Illinois

[32]. For more details, the reader is referred to the above reference which provides an exhaustive presentation of the

available physico-chemical models.
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A. Governing equations

The conservation law form of the multi-component Navier-Stokes equations for a non-equilibrium gas reads:

∂U

∂t
+

∂(F − Fv)

∂x
+

∂(G − Gv)

∂y
+

∂(H − Hv)

∂z
= S, (1)

where t denotes time and (x, y, z) are the Cartesian coordinates. The vector storing the conservative variables, inviscid

fluxes, diffusive fluxes and source terms are:

U =

[
ρs ρu ρv ρw ρE ρek

]T

, (2)

F =

[
ρsu p + ρu2 ρuv ρuw ρuH ρuek

]T

, (3)

G =

[
ρsv p + ρuv p + ρv2 ρvw ρvH ρvek

]T

, (4)

H =

[
ρsw ρuw ρuw p + ρw2 ρwH ρwek

]T

, (5)

Fv =

[
−Jsx τxx τxy τxz τxxu + τxyv + τxzw − qx −qk

x

]T

, (6)

Gv =

[
−Jsy τyx τyy τyz τyxu + τyyv + τyzw − qy −qk

y

]T

, (7)

Hv =

[
−Jsz τzx τzy τzz τzxu + τzyv + τzzw − qz −qk

z

]T

, (8)

S =

[
ωs 0 0 0 Ω Ωk

]T

, (9)

for all s ∈ S and k ∈ I. Quantities u, v and w denote, respectively, the velocity components along the x , y and

z directions. The total energy and enthalpy densities are ρE = ρe + ρK and ρH = ρE + p, respectively, where the

kinetic energy per unit mass is K = (u2
+ v

2
+ w

2)/2. The source term, Ω, in the global energy equation accounts for

energy release in kinetic processes and reads Ω = −
∑

s∈S ωsef
s. The (symmetric) stress tensor, τij = τji , is given by

Newton’s law (using a Cartesian tensor notation):

τij = η

(
∂ui

∂xj
+

∂uj

∂xi

)
−

2

3
δijη
∂ul

∂xl
, (10)

for all (i, j) ∈ {1,2,3}, with the correspondence (x1, x2, x3) = (x, y, z, ) and (u1,u2,u3) = (u, v,w). The symbol δij ,

stands for Kronecker’s delta. The components of the heat-flux vectors account only for Fourier and mass diffusion

contributions by disregarding, for the moment, additional terms due to thermal and baro diffusion [33]:

qi = − κ
∂T

∂xi
+

∑
s∈S

Jsi ês(T ) +
∑
k∈I

qk
i , (11)

qk
i = − κk

∂Tk

∂xi
+

∑
s∈S

Jsi ẽsk(Tk), (no sum implied over k), (12)

for all (i, j) ∈ {1,2,3} and k ∈ I.

III. Numerical method
Numerical solutions of the governing equations (1) are sought based on the method-of-lines [4]. The spatial

discretization is performed first. This is then followed by a time-integration of the resulting set of ordinary differential

equations. The developed computational framework has been implemented in an innovative high-performance parallel

tool, hypercode, described in a companion manuscript [7].

Spatial discretization The conservation law form of the governing equations (1) is discretized in space based on

finite differences assuming a uniform Cartesian grid:

dUijk

dt
= L(Uijk) +Lv(Uijk) +Ls(Uijk). (13)
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Quantity Uijk represents the vector of conservative variables (2) at the i jk grid node of coordinates xijk = (i ∆x, j ∆y, k ∆z),

where the ∆’s denote the grid spacings. The L and Lv represent, respectively, the discrete form of the inviscid and

diffusive flux derivatives in Eq. (1), whereas Ls(Uijk) = S(Uijk) denotes the pointwise value of the source term (9).

The inviscid flux derivative operator, L, is evaluated based on a conservative finite difference [34]:

L(Uijk) = −
1

∆x

(
F̂i+ 1

2
jk − F̂i− 1

2
jk

)
−

1

∆y

(
Ĝij+ 1

2
k − Ĝij− 1

2
k

)
−

1

∆z

(
Ĥijk+ 1

2

− Ĥijk− 1

2

)
, (14)

where the ˆ( ) denotes numerical fluxes at interface locations. The numerical fluxes are evaluated based on a dimension-

by-dimension Weighted Essentially Non-Oscillatory (WENO) reconstruction in the characteristic space [34, 35]. The

steps below detail the procedure for the i + 1/2 jk interface (where the dependence on the j and k indices is omitted to

lighten the notation).

1) Evaluate the interface average state based on a Roe average [36] between Ui and Ui+1.

2) Form the components of the positive and negative characteristic flux split vectors (F
(+)
s and F

(−)
s , respectively)

at all stencil locations using a Lax-Friedrichs splitting [34]:

F
(+) r
s = L

r

i+ 1

2

1

2

[
F(Us) + λ̂

r

i+ 1

2

Us

]
, F

(−) r
s = L

r

i+ 1

2

1

2

[
F(Us) − λ̂

r

i+ 1

2

Us

]
, (15)

for all s ∈ {i − 2, . . . , i + 3} and for all r ∈ {1, . . . ,Ne}, where Ne is the number of governing equations. The

symbol L
r
i+1/2

denotes the r-th row of the left eigenvector matrix associated to A(U) = ∂F/∂U. The interface

absolute eigenvalues λ̂r
i+1/2

are computed as [37]:

λ̂r
i+ 1

2

= αmax
(
|λr

i+ 1

2

|, |λri |, |λ
r
i+1 |

)
, (16)

for all r ∈ {1, . . . ,Ne}, where λr
i+1/2

are the Roe average eigenvalues corrected through Harten and Hymann’s

second entropy fix to prevent violations of the entropy condition (e.g., expansion shocks) [4]. The coefficient α

in Eq. (16) controls the amount of dissipation (i.e., the larger α the larger the dissipation) and is currently set

to 1.1. Balsara and Shu [37] suggest to replace Eq. (16) with:

λ̂r
i+ 1

2

= αmax
(
|λr

i+ 1

2

|, |λri−2 |, . . . , |λ
r
i+3 |

)
, (17)

since the above formula shows a slightly better dependence on the stencil being used and improves the robustness

of the numerical scheme at reflecting boundaries. Since in the simulations discussed in this work all boundaries

are periodic, the simpler relation (16) is used.

3) Obtain the components of the positive and negative characteristic flux split vectors at the interface using a

fifth-order upwind-biased WENO reconstruction (WENO5) [35]:

F
(+) r

i+ 1

2

=WENO5
[
F
(+) r

i−2
,F

(+) r

i−1
,F

(+) r

i
,F

(+) r

i+1
,F

(+) r

i+2

]
, (18)

F
(−) r

i+ 1

2

=WENO5
[
F
(−) r

i+3
,F

(−) r

i+2
,F

(−) r

i+1
,F

(−) r

i
,F

(−) r

i−1

]
, (19)

for all r ∈ {1, . . . ,Ne}. The stencil weights for the scalar WENO5 reconstructions (18)-(19) are computed based

on the smoothness indicators proposed by Borges et al. [38].

4) Project the interface characteristic split fluxes onto the physical space via multiplication by the right eigenvector

matrix and sum the result to finally obtain the numerical flux:

F̂i+ 1

2

= Ri+ 1

2

(
F

(+)

i+ 1

2

+F
(−)

i+ 1

2

)
. (20)

The expression for the eigenvalues and the eigenvector matrices are provided in App. A.

The diffusive flux operator, Lv(Uijk), in Eq. (13) is evaluated as explained in Ref. [39].

Time integration (operator splitting) It is well known that kinetic processes occurring in hypersonic flows are a

significant source of stiffness. As a result the maximum allowable explicit time-step is generally more constrained by
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chemistry than by the Courant condition [2]. Under these circumstances using an explicit time-stepper (e.g., Runge-

Kutta) would result in over-resolving the time-scales of interest since the time-step selection is only driven by stability

and not by the physics. To avoid this issue one may move to implicit methods in light of their more favourable stability

properties. However, implicit methods (e.g., backward Euler) often require solving large sparse linear systems and

pose more challenges in terms of scaling than explicit methods. In this situation operator splitting methods may be

selected as they represent a good compromise between the efficiency of explicit methods and stability of implicit ones.

Motivated by the above discussion, operator splitting methods are employed in this work by adopting the symmetric

formulation proposed by Strang (i.e., Strang splitting) [40]. In Strang splitting the evolution in time of the semi-discrete

system (13) from tn to tn+1
= tn + ∆t (where ∆t is the imposed time-step), goes as follows.

1) Advance of half time-step, ∆t/2, the solution at tn by solving the advection-diffusion sub-system:

dUijk

dt
= L(Uijk) +Lv(Uijk). (21)

This will lead to an intermediate solution U
∗.

2) Evolve U
∗ from step 1 of a full time-step, ∆t, by solving the kinetic sub-system:

dUijk

dt
= S(Uijk ). (22)

This will lead to an intermediate solution U
n+1/2.

3) Repeat step 1 using U
n+1/2 as initial solution to obtain U

n+1.

Fig. 1 Calling scheme for the application operator splitting methods (e.g., Strang) within hypercode.

The order of accuracy of operator splitting depends on the type of splitting under use. Strang splitting can be made

second-order accurate in time provided that both the advection-diffusion and kinetics sub-steps are performed using

a second-order (or higher) time-accurate integrator [40, 41]. In this work the evolution of the advection-diffusion

sub-system (21) is accomplished based on the second-order Strong-Stability-Preserving (SSP) Runge-Kutta scheme by

Shu, Gottlieb and Osher [42, 43], whereas a second-order Backward Differentiation Formula (BDF2) linear multi-step

method [44]∗ is used for the kinetic sub-system (22). Strang splitting is well suited for un-steady problems. However

it may fail to preserve a steady solution for steady-state problems. This issue may be cured using balance splitting [41].

This option, which is currently not available in hypercode, may be considered in future developments.

The evolution of the kinetic sub-system (22) is completely local to each grid node and, in light of this, does not

require any information exchange among processors. In order to hide as many details as possible to a non-expert user,

the integration of Eq. (22) is entirely delegated to the plato library where the time-advancement is accomplished via

the legacy lsode package [45] or the more modern cvode library contained in the sundials suite [46] (see Fig. 1). In

the latter case, the user may employ the multi-threaded openblas library for matrix/vector operations which leads to a

substantial speed-up for large kinetic mechanisms.

∗The BDF2 method is equivalent to the three-point backward formula.

Approved for Public Release/Unlimited Distribution; Case File Number 88ABW-2019-5653; PA clearance date: 29 Nov 2019

5

D
ow

nl
oa

de
d 

by
 1

17
.2

42
.1

63
.2

14
 o

n 
Ja

nu
ar

y 
7,

 2
02

0 
| h

ttp
://

ar
c.

ai
aa

.o
rg

 | 
D

O
I:

 1
0.

25
14

/6
.2

02
0-

21
93

 



For the sake of efficiency, the kinetics sub-system (22) is re-written by adopting mass fraction and temperatures

as solution variables since both mass and momentum densities remain constant within the chemistry sub-step (see Eq.

(22)). This has the advantage of avoiding non-linear solves needed to retrieve temperatures from energy densities.

The data structure needed to implement operator splitting in hypercode (e.g., call to an external ODE time-stepper)

has been used to add the capability of solving pure initial value kinetic problems relevant to hypersonics such as: (i)

adiabatic/isothermal isochoric chemical reactor and (ii) flow behind a normal shock wave. This feature can be quite

useful as it allows for quick testing of newly developed models. Figures 2–5 show some application examples.
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Fig. 2 Isochoric adiabatic relaxation of Air (N, O, N2, NO, O2, two-temperature Park model [3]): left mole

fractions, right temperatures. Initial conditions are p0 = 10 000 Pa and T0 = 300 K. At t = 0 the translational

temperature is suddenly raised to 15 000K to emulate shock-induced heating whereas the density is kept constant.
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Fig. 3 Isochoric isothermal relaxation of Oxygen (O, O2(v), vibrational State-to-State model [47]): left mole

fractions, right vibrational distribution. Initial conditions are p0 = 1000 Pa, T0 = 1000K and 5 % of O. At t = 0

the translational temperature is suddenly raised to 10 000 K to emulate shock-induced heating. Both density

and temperature are kept constant during the simulation.
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Fig. 4 Isochoric isothermal relaxation of Oxygen (O, O2(g), coarse-grained reduced-order model [47]): left

mole fractions, right temperatures. Initial conditions are p0 = 1000 Pa, T0 = 1000 K and 5 % of O. At t = 0 the

translational temperature is suddenly raised to 10 000K to emulate shock-induced heating. Both density and

temperature are kept constant during the simulation.
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Fig. 5 Isochoric isothermal relaxation of Oxygen (O, O2(v, J), rovibrational State-to-State model [48]): left

mole fractions, right rivibrational distribution. Initial conditions are p0 = 1000 Pa, T0 = 300 K and 5 % of O.

At t = 0 the translational temperature is suddenly raised to 12 000K to emulate shock-induced heating. Both

density and temperature are kept constant during the simulation.

IV. Applications
The computational framework discussed in Sec. III has been tested on two popular fluid problems: (i) Taylor-Green

vortex and (ii) decay of compressible isotropic turbulence.

Taylor-Green vortex Direct numerical simulations of compressible Taylor-Green vortex flow are performed using

the conditions from Peng and Yang [49]. The computational domain is a three-dimensional cube with side lengths

equal to L = 0.01 m and is discretized using a uniform grid along all three Cartesian directions. All boundaries are

periodic.
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The working fluid is air modeled as a calorically perfect gas with specific heat ratio and gas constant equal to

γ = 1.4 and R = 287.06 J/kgK, respectively. The reference (∞) Reynolds and Mach numbers are, respectively,

Re∞ = 400 and M∞ = 2. The reference temperature is T∞ = 273.15 K. The dynamics viscosity, µ = µ(T ), is modeled

using Surtherland’s law. The thermal conductivity is obtained from the viscosity assuming a constant Prandtl number

(Pr = 0.72). The reference velocity, density and pressure are computed based on the above parameters and the reference

length which is set to L∞ = L/2π to match the conditions in Ref. [49]:

U∞ = M∞

√
γ R T∞, (23)

ρ∞ =
Re∞ µ∞

U∞ L∞
, (24)

p∞ = ρ∞ R T∞, (25)

where µ∞ = µ(T∞) denotes the reference viscosity. The reference time is t∞ = L∞/U∞.

The solution is initialized as follows. Density and pressure are uniform and equal to their reference values (i.e.,

constant initial conditions). The velocity field is sinusoidal with Cartesian components given by:

u = U∞ sin

(
x

L∞

)
cos

(
y

L∞

)
cos

(
z

L∞

)
, v = −U∞ cos

(
x

L∞

)
sin

(
y

L∞

)
cos

(
z

L∞

)
, w = 0. (26)

Figure 6 shows the decay of kinetic energy with time as a function of the grid resolution together with the vorticity

magnitude colored by Mach number at t/t∞ = 10.

0 2 4 6 8 10
t/t

∞

0.04

0.06

0.08

0.1

0.12

0.14

<
ρ

K
>

 /
 (

ρ
U

2
) ∞

N = 64
3

N = 128
3

N = 256
3

(a) Kinetic energy decay. (b) Vorticity magnitude colored by Mach number.

Fig. 6 Compressible Taylor-Green vortex (Re∞ = 400, M∞ = 2): left decay of volume-averaged kinetic energy,

right vorticity magnitude colored by Mach number at t/t∞ = 10.

Decay of compressible isotropic turbulence The second test considered is the decay of compressible isotropic

turbulence. The fluid model, grid, geometry and boundary conditions are the same as those for the compressible

Taylor-Green vortex above. The reference Reynolds and Mach number are Re∞ = 333.33 and M∞ = 0.3, respectively.

The reference values for velocity, density and pressure are obtained based on Eqs. (23)-(23) where the reference

temperature is always set to 273.15 K.

The flowfield is initialized as follows. Density and pressure are uniform and equal to their reference values. The

velocity components are prescribed in Fourier space following the procedure in Ref. [50] by setting the non-dimensional

energy spectrum of the velocity fluctuations to [51]:

ε(k) = 16

√
2

π

u2
0

k2
0

(
k

k0

)4

exp

[
−2

(
k

k0

)2
]
, (27)
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where k denotes the non-dimensional wave number, whereas u0 is the non-dimensional Root-Mean-Square (RMS)

of the initial turbulent intensity. The symbol k0 denotes the most energetic wave number. In this work, k0 = 4 and

u0 = 0.3. The corresponding Taylor microscale Reynolds number is Reλ = 50. The dimensional formulation of

the non-dimensional energy spectrum (27) may be obtained via multiplication by the appropriate reference quantities.

Once this done, the initial velocity fluctuations in the physical space are obtained by means of an inverse Fourier

transform. In this work this is accomplished using the fftw library [52].

Figure 7 shows iso-surfaces of vorticity magnitude colored by pressure at t/τ = 3, where τ is turbulent time-scale.

Fig. 7 Decay of compressible isotropic turbulence (Reλ = 50, M∞ = 0.3): iso-surfaces of vorticity magnitude

colored by pressure [Pa] at t/τ = 3.

V. Conclusions
The present manuscript has discussed preliminary developments of high-order computational methods for turbulent

non-equilibrium hypersonic flows. The discretization of the hyperbolic part of the flow governing equations is achieved

via a fifth-order accurate characteristic-based WENO reconstruction. The diffusive/parabolic part is discretized

based on central finite differences. Time-integration is performed using either explicit Runge-Kutta time-steppers or

Strang splitting. These numerical methods are implemented in an innovative software, hypercode, aimed at going

beyond conventional second-order upwind-biased finite volume solvers used by the hypersonics community. Non-

equilibrium effects are modeled using either State-to-State or reduced-order coarse-grained models. The calculation

of thermodynamic properties, transport properties and fluxes, and source terms due to kinetic processes is delegated

to the plato library for the sake of a more general data structure. Preliminary results have been obtained for two

canonical flow problems: (i) Taylor-Green vortex and (ii) decay of compressible isotropic turbulence.

Future work will focus on the development and implementation of schemes with reduced dissipation to avoid

excessive smearing typical of upwind methods, and applications to more realistic and challenging configurations (e.g.,

blunt body flows).
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A. Eigensystem
The evaluation of the eigensystem of the hyperbolic part of Eq. (1) is more conveniently accomplished after

introducing the auxiliary variables:

V =
[
ρs u v w p ek

]T

, (28)

for all s ∈ S and k ∈ I, with the T upper-script denoting the transpose. For the same purpose, it is convenient to

evaluate pressure and energy density derivatives:

∂p

∂U
= (γ − 1)


K − ês(T ) +

RsT

γ − 1
−u −v −w 1 −1, . . . ,−1︸       ︷︷       ︸

Ni


T

, (29)

∂ρE

∂V
=


K + ês(T ) −

RsT

γ − 1
ρu ρv ρw

1

γ − 1
ρ, . . . , ρ︸   ︷︷   ︸

Ni


T

, (30)

∂ρek

∂V
=

[
ek, . . . , ek︸     ︷︷     ︸

Ns

0 0 0 0 ρ δkl
]T

, (31)

for all s ∈ S and k, l ∈ I, where the (frozen) specific heat ratio is γ = 1+ R/C, with R being the gas constant and C the

constant volume heat capacity. The latter includes only for the contributions from the degrees of freedom in thermal

equilibrium with translation:

C =
∑
s∈S

ys

∂ ês(T )

∂T
, R =

∑
s∈S

ysRs, (32)

where the mass fractions are ys = ρs/ρ. The (frozen) speed of sound follows from c =
√
γp/ρ.

The diagonalization of the conservative Jacobians (e.g., A(U) = ∂F/∂U) may accomplished as follows. First the

above defined set of auxiliary variables (28) is used to rewrite A(U) as [29]:

A(U) =
∂F

∂U
=

∂U

∂V

∂V

∂U

∂F

∂V

∂V

∂U
. (33)
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Equation (33) shows that the matrices A(U) and (∂V/∂U)(∂F/∂V) are related by a similarity transformation. Thus

they share the same eigenvalues. The rearrangement in Eq. (33) is introduced since, as direct calculations show,

(∂V/∂U)(∂F/∂V) is much easier to diagonalize than A(U) [29]. The calculation of the eigensystem starts with the

diagonalization of (∂V/∂U)(∂F/∂V)which gives its eigenvalues (λ) and the related left (L̃) and right (R̃) eigenvector

matrices. The conservative eigensystem is obtained by forming the matrix products L = L̃ (∂V/∂U) and R =

(∂U/∂V) R̃. In what follows only the main results are quoted.

• x direction. The eigenvalues and the right and left eigenvector matrices are:

λx =




u, . . . ,u︸  ︷︷  ︸
Ns

,u − c,u,u,u+ c,u, . . . ,u︸  ︷︷  ︸
Ni



, (34)

Rx =

©­­­­­­­­­
«

δsp ys 0 0 ys 0

u u − c 0 0 u + c 0

v v ρ 0 v 0

w w 0 ρ w 0

ρE ,ρp
H − cu ρv ρw H + cu 0

ρek ,ρp
ek 0 0 ek ρ δkl

ª®®®®®®®®®¬

, (35)

Lx =

©­­­­­­­­­­­­­­­­­­­­­­­­­­­­«

δsp − ys

p,ρp

c2
−ys

p,ρu

c2
−ys

p,ρv

c2
−ys

p,ρw

c2
−ys

p,ρE

c2
−ys

p,ρel

c2

p,ρp
+ cu

2c2

p,ρu − c

2c2

p,ρv

2c2

p,ρw

2c2

p,ρE

2c2

p,ρel

2c2

−
v

ρ
0

1

ρ
0 0 0

−
w

ρ
0 0

1

ρ
0 0

p,ρp
− cu

2c2

p,ρu + c

2c2

p,ρv

2c2

p,ρw

2c2

p,ρE

2c2

p,ρel

2c2

−
ek

ρ
0 0 0 0

δkl

ρ

ª®®®®®®®®®®®®®®®®®®®®®®®®®®®®
¬

, (36)

for all p, s ∈ S and k, l ∈ I. The notation a,b is a shorthand for the partial derivative ∂a/∂b.
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• y direction. The eigenvalues, and the right and left eigenvector matrices are:

λy =



v, . . . , v︸  ︷︷  ︸

Ns

, v − c, v, v, v + c, v, . . . , v︸  ︷︷  ︸
Ni



, (37)

Ry =

©­­­­­­­­­
«

δsp ys 0 0 ys 0

u u ρ 0 u 0

v v − c 0 0 v + c 0

w w 0 ρ w 0

ρE ,ρp
H − cv ρu ρw H + cv 0

ρek ,ρp
ek 0 0 ek ρ δkl

ª®®®®®®®®®¬

, (38)

Ly =

©­­­­­­­­­­­­­­­­­­­­­­­­­­­­«

δsp − ys

p,ρp

c2
−ys

p,ρu

c2
−ys

p,ρv

c2
−ys

p,ρw

c2
−ys

p,ρE

c2
−ys

p,ρel

c2

p,ρp
+ cv

2c2

p,ρu

2c2

p,ρv − c

2c2

p,ρw

2c2

p,ρE

2c2

p,ρel

2c2

−
u

ρ

1

ρ
0 0 0 0

−
w

ρ
0 0

1

ρ
0 0

p,ρp
− cv

2c2

p,ρu

2c2

p,ρv + c

2c2

p,ρw

2c2

p,ρE

2c2

p,ρel

2c2

−
ek

ρ
0 0 0 0

δkl

ρ

ª®®®®®®®®®®®®®®®®®®®®®®®®®®®®
¬

, (39)

for all p, s ∈ S and k, l ∈ I.
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• z direction. The eigenvalues and the right and left eigenvector matrices are:

λz =



w, . . . ,w︸    ︷︷    ︸

Ns

,w − c,w,w,w + c,w, . . . ,w︸    ︷︷    ︸
Ni



, (40)

Rz =

©­­­­­­­­­
«

δsp ys 0 0 ys 0

u u ρ 0 u 0

v v 0 ρ v 0

w w − c 0 0 w + c 0

ρE ,ρp
H − cw ρu ρv H + cw 0

ρek ,ρp
ek 0 0 ek ρ δkl

ª®®®®®®®®®¬

, (41)

Lz =

©­­­­­­­­­­­­­­­­­­­­­­­­­­­­«

δsp − ys

p,ρp

c2
−ys

p,ρu

c2
−ys

p,ρv

c2
−ys

p,ρw

c2
−ys

p,ρE

c2
−ys

p,ρel

c2

p,ρp
+ cw

2c2

p,ρu

2c2

p,ρv

2c2

p,ρw − c

2c2

p,ρE

2c2

p,ρel

2c2

−
u

ρ

1

ρ
0 0 0 0

−
v

ρ
0

1

ρ
0 0 0

p,ρp
− cw

2c2

p,ρu

2c2

p,ρv

2c2

p,ρw + c

2c2

p,ρE

2c2

p,ρel

2c2

−
ek

ρ
0 0 0 0

δkl

ρ

ª®®®®®®®®®®®®®®®®®®®®®®®®®®®®
¬

, (42)

for all p, s ∈ S and k, l ∈ I.

Approved for Public Release/Unlimited Distribution; Case File Number 88ABW-2019-5653; PA clearance date: 29 Nov 2019

15

D
ow

nl
oa

de
d 

by
 1

17
.2

42
.1

63
.2

14
 o

n 
Ja

nu
ar

y 
7,

 2
02

0 
| h

ttp
://

ar
c.

ai
aa

.o
rg

 | 
D

O
I:

 1
0.

25
14

/6
.2

02
0-

21
93

 


	Introduction
	Physical modeling
	Governing equations

	Numerical method
	Applications
	Conclusions
	Eigensystem

