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ABSTRACT

The nonlinear evolution of the ion–ion streaming instability (IISI) is studied using numerical techniques novel to this problem that afford
direct insight into the evolution of the particle distributions of each species. During the linear phase of the instability, we demonstrate
quantitative agreement with linear kinetic theory. Subsequently, the electrostatic field generated by the IISI causes ring-like velocity
distributions of ions to form that are both heated and slowed to varying degrees relative to their initial flows. Due to variation in the trapping
conditions for ion species of differing charge-to-mass ratio, when flows of multiple species interact, the nonlinear evolution of each
species can be starkly different: we show a case where a lighter ion species is completely stopped by a heavier ion species via the IISI alone
(i.e., without collisions) and, for the first time, demonstrate how the IISI can introduce a relative flow between ion species that initially have
the same flow velocities, thereby separating them.

Published under license by AIP Publishing. https://doi.org/10.1063/5.0015302

I. INTRODUCTION

The electrostatic instability driven in plasma by ions that coun-
terstream at approximately sonic speeds is of interest in several active
research areas due to its ability to excite a large electrostatic potential
and heat ions. Laboratory experiments1–3 using opposed laser-
irradiated foils have demonstrated the efficacy of the ion–ion stream-
ing instability4,5 (IISI) to increase ion temperatures at rates that cannot
be explained by collisional (fluid-like) processes in the counterstream-
ing plasma. An IISI has also been shown to enhance the collisional
friction between plasma flows, modifying flow speeds.6 Collisonless
shocks, where ions are reflected and counterstream at the shock inter-
face, are thought to be present in many astrophysical contexts with
scales ranging from the Earth’s bow shock to galactic clusters, and
have long been investigated as an explanation for observed cosmic ray
spectra.7–11 Similarly, collisonless shocks have recently been utilized in
proof-of-principle experiments12–14 to generate high-quality
� 10MeV proton beams. The IISI can lead to the breakup of such

shocks15,16 and has been suggested as a mechanism of enhanced ion
acceleration.17

The IISI can be saturated by both ion heating4,5,18–20 and ion
trapping.5,21 The two mechanisms are not independent: ion trapping
can convert the electrostatic energy of the ion waves into particle
kinetic energy (which, after phase space filamentation and subsequent
diffusion in velocity, can be viewed as a change in temperature that is
generally anisotropic), while a change in ion temperature will alter the
strength of all wave-particle interaction processes in addition to
directly stabilizing the IISI.

In the following, we demonstrate various nonlinear behaviors of
the IISI, covering saturation, sensitivity to initial flow velocity, and the
unique consequence of ion trapping when ion species of different
charge-to-mass ratios are present. Our results are obtained using a
fully kinetic continuum method22–24 that is sixth-order accurate in all
phase space directions and time to describe the evolution of distribu-
tion functions. This approach is novel in the study of this instability

Phys. Plasmas 28, 022105 (2021); doi: 10.1063/5.0015302 28, 022105-1

Published under license by AIP Publishing

Physics of Plasmas ARTICLE scitation.org/journal/php

https://doi.org/10.1063/5.0015302
https://doi.org/10.1063/5.0015302
https://www.scitation.org/action/showCitFormats?type=show&doi=10.1063/5.0015302
http://crossmark.crossref.org/dialog/?doi=10.1063/5.0015302&domain=pdf&date_stamp=2021-02-01
https://orcid.org/0000-0001-7404-0927
https://orcid.org/0000-0001-6576-849X
https://orcid.org/0000-0001-9989-3336
https://orcid.org/0000-0003-0327-9724
https://orcid.org/0000-0001-7588-7476
https://orcid.org/0000-0002-5540-0840
https://orcid.org/0000-0003-3910-2613
mailto:chapman29@llnl.gov
https://doi.org/10.1063/5.0015302
https://scitation.org/journal/php


and enables accurate diagnosis of growth rates and instability thresh-
olds. In our simulations, we measure growth rates that agree with lin-
ear theory and show phase space structures that can be understood
using simple analytic estimates of the ion trapping regions in phase
space. These structures persist long after the ions are detrapped. We
also show that ion trapping in a multi-ion species plasma can prefer-
entially heat the heavier ion species and is able to dramatically alter the
streaming velocity of the lighter species, offering a new species velocity
separation mechanism.

We study interpenetrating streams of hydrogen (H) and carbon
(C). Pure hydrogen plasmas (H–H interpenetration) are commonly
occurring in a variety of applications, such as the solar wind or other
astrophysical contexts, making a natural case of interest. To exhibit the
novel phenomena that arise when ions of differing mass (and, impor-
tantly, charge-to-mass ratio) are present, we study interpenetration
where one stream is pure H and the other is pure C. To demonstrate
velocity separation via the IISI, we also present results from two inter-
penetrating streams of CH2. Such C/H mixtures are common in
experiments featuring laser-driven plasma ablation and expansion,
such as in Refs. 1 and 2.

The layout of this article is as follows: first, the plasma parameters
of focus here are introduced. Linear quantities, such as growth rates
and the wave vector at which the maximum growth rate occurs, are
calculated. The simulation method is then discussed. Next, results
from hydrogen streams of differing initial flow velocity are presented,
followed by hydrogen–carbon mixtures. Finally, we summarize and
discuss the implications of our results.

II. PLASMA PARAMETERS AND SIMULATION METHOD

We study the IISI using (i) two counterstreaming flows of hydro-
gen with a range of initial relative flow speeds u that change the quali-
tative behavior of the IISI, and (ii) counterstreaming flows of hydrogen
and carbon. To remove ambiguity, electromagnetic (Weibel) instabil-
ities are precluded by choosing to solve a Vlasov–Poisson system. The
Weibel instability is typically slow compared to the IISI,25 meaning
that the IISI will generally saturate before the subsequent onset of the
Weibel instability.15

Due to the timescales considered as well as for simplicity, the
plasma is treated as collisionless. The system is discretized in two
Cartesian space and velocity dimensions (2D2V) and solved using the
LOKI22–24 code. Continuum methods are not subject to numerical
noise above machine precision and our simulations are therefore free
of spurious heating, although we introduce thermal fluctuations to
provide a broad-spectrum initial density perturbation (these density
perturbations are Oð10�8Þ in Fourier space). The sixth-order scheme
permits larger grid point intervals in space and time for a given
numerical accuracy than lower-order methods. The latter property is
particularly desirable due to the computationally demanding fully
kinetic description of both the electrons and the ions (with a physical
mass ratio) in our simulations. Simpler quasilinear descriptions lack
the necessary physics of ion trapping.5 In addition to the 2D2V Vlasov
simulations presented here, we were also able to reproduce the nonlin-
ear states using the particle-in-cell code OSIRIS.26

The plasma is initially homogeneous apart from the initial low
density fluctuation level. The spatial boundaries are chosen to be peri-
odic, facilitating a clear view of the instability (the methodology is sim-
ilar to Ref. 27). The velocity grids are truncated at the maximum and

minimum velocities for each species (see Table II) that are of sufficient
magnitude such that the details of the boundaries are unimportant to
the solution; further information is provided in Ref. 24. In all cases, the
distribution functions of the electrons and ions must be evolved on
separate grids since they have different masses and charges. For H/H
interpenetration (but not C/H or CH2/CH2), one may choose to evolve
the two ions streams as a single combined distribution function or as
two separate distribution functions; we confirmed that this choice has
no bearing on the solution, although for diagnostic purposes, evolving
the two ion streams separately is convenient and instructive.

The plasma properties are summarized in Table I. In all cases,
the plasma is fully ionized. The plasma is initialized in a frame where
there are two (or four, as in case 5) shifted isotropic Maxwellian ion
distributions of number density ni and temperature Ti, counterstream-
ing with velocities ui ¼ ð6u; 0Þ. For all cases, the total ni is equal for
the opposing streams. The electrons are initialized with a single
charge-neutralizing and current-canceling Maxwellian distribution of
temperature Te, and are hot relative to the ions. Table I lists the wave
numbers k ¼ ðkjj; k?Þ and growth rates ck of the fastest-growing
(superscript “max”) Fourier modes excited by the IISI in each case.
The components of vectors are defined as parallel (k) or perpendicular
(?) to the flow direction. Throughout, velocities are explicitly normal-
ized to the cold long-wavelength hydrogen plasma sound speed
cs ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffi
Te=mp

p
, frequencies to the hydrogen plasma frequency

xpi ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4pnee2=mp

p
, where ne is the average electron density in the

system, and distances to the electron Debye length kDe. Note that for
consistency, these definitions of the reference quantities cs and xpi

remain fixed throughout, even when considering C/H interactions.
Note also that the actual sound speed of a given mode is generally
lower than cs and will depend on its wavelength; this correction is not
necessarily small since one has kmaxkDe � 1. “Hat” notation denotes a

unit-vector, e.g., k̂ ¼ k=k.
The kinetic dispersion relation of the system,

� ¼ 1þ
X
j

vj ¼ 0; vj ¼ �
x2

pj

k2nj

ð
v

k � ð@fj=@vÞ
k � v � Xkj

dv; (1)

may be solved to find the unstable modes. Here, Xkj ¼ xk � k � uj
þ ick; xk; k; ck 2 R; i ¼

ffiffiffiffiffiffi
�1
p

; and the species index j includes both
electrons (e) and ions (i). fj ¼ fjðt; r; vÞ and xpj are, respectively, the
species distribution function and plasma frequency. t, r, and v are the
time, space, and velocity variables. In all cases shown here, the

TABLE I. Plasma properties and calculated linear kinetic ion–ion streaming instability
quantities for the cases addressed in this paper, where ions stream at velocities 6u.
For each case, Te=Ti ¼ 20 at the beginning of the simulation. The reference quanti-
ties cs ¼

ffiffiffiffiffiffiffiffiffiffiffiffi
Te=mp

p
and xpi ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4pnee2=mp

p
are the same for all cases.

Case Mats. u=cs kmax
jj kDe kmax

? kDe cmax
k =xpi xmax

k =xpi

1 H/H 0.51 1.08 0 0.14 0
2 H/H 0.88 0.68 0.68 0.16 0
3 H/H 2.57 0.23 0.93 0.16 0
4 C/H 0.64 0.68 0.82 0.11 0.031
5 CH2/CH2 0.64 0.57 1.24 0.13 0
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susceptibilities vj ¼ �½1=ð2k2k2DjÞ�Z0½Xkj=ð
ffiffiffi
2
p

kvtjÞ� are evaluated

using the plasma dispersion function28 Z0, where kDj ¼ vtj=xpj is the

species Debye length for which vtj ¼
ffiffiffiffiffiffiffiffiffiffiffiffi
Tj=mj

p
, and Tj and mj are the

species temperature and mass, respectively. We take mH ¼ mp,
mC ¼ 12mp, and mp ¼ 1836me. Standard fluid approximations to vi
for the parameters used in cases 1–5 are only in qualitative agreement
with exact numerical solutions, while for the electrons, one has
vte � jRe½Xke=k�j and the susceptibility is well-approximated by their
adiabatic response, ve ’ 1=ðk2k2DeÞ. In the chosen (flow symmetric)
frame, one has for cases 1–3 and 5 the real frequency xk ¼ 0 for
unstable modes (growth rate ck > 0), as noted in Ref. 4, where the
subscript k denotes a given Fourier mode with wave vector k.

The numerical resolutions and system sizes are summarized in
Table II. The spatial dimensions of the system in each case are tailored
to describe the unstable modes in the system.

III. RESULTS
A. Single-ion species flows

The linear theory of the IISI has been studied extensively previ-
ously.4,5,18–20 For identical ion streams with equal and opposite flows,
the IISI is unstable when u� 1:3vti and Ti=ðZTeÞ is less than a critical
value. For u� 2:1vti, instability requires Ti=ðZTeÞ� 0:28, and this cri-
terion becomes more stringent20 for lower u. For values of u close to
the stability boundary, the fastest growing mode has kmax

? ¼ 0 and the
IISI is approximately 1D in nature. However, when the IISI is unstable,
there are always unstable modes with k? > 0 and therefore, after the
system has become nonlinear, there will also be some amount of trans-
verse ion heating (this is discussed later). For jk̂max�uij� cs, one has
kmax
? > 0 and the instability is necessarily 2D even in the linear stage
of evolution. For sufficiently large u, the IISI is aligned nearly perpen-
dicular to the flow and there are no unstable modes with k? ¼ 0. In
this section, we explore the nonlinear states of ion streams as u is var-
ied between these limits.

The evolution of the simulated system is qualitatively similar in
all cases shown here: From a quiescent plasma, the IISI excites a spec-
trum of modes with an associated electrostatic potential. The fastest-
growing modes are saturated by ions trapped in this potential (a form
of “wave breaking”29). Since the IISI excites a spectrum of modes, a

velocity phase-space diffusion then takes place with a partitioning of
heating in the directions parallel and transverse to the flow that
depends on kmax (and therefore on the initial flow velocity) and the
ion streams undergo some amount of slowing. The electrostatic field

TABLE II. Numerical grid parameters. The number of spatial grid points along a
given direction d ¼ jj;? is Nd. The number of velocity grid points of species j along
direction d is Nvj;d . The spatial system length along direction d is Ld. The maximum
(bþ) and minimum (b�) velocity grid boundaries of species j along direction d are
situated at vb6j;d . In all cases, Njj ¼ N? ¼ 100 and Nvj ;k ¼ Nvj ;?. For the electrons,
Nve ;d ¼ 64 and vb6e;jj ¼ vb6e;? ¼ 66:5vte . Ion parameters are listed in the table,
where the tilde denotes normalization to kDe or cs as appropriate. The time step Dt
satisfies the Courant–Friedrichs–Lewy condition and varies according to the adaptive
explicit Runge–Kutta scheme, with typical values Dt � 0:023=xpe.

Case ~L jj ~L? ~vb6
H;jj ~vb6

H;? NvH ;d ~vb6
C;jj ~vb6

C;? NvC ;d

1 29.2 62.8 62.1 61.7 64 N/A N/A N/A
2 46.2 46.2 62.5 62.1 72 N/A N/A N/A
3 137 33.1 64.3 63.9 128 N/A N/A N/A
4 31.4 31.4 (2.1, �1.7) 61.7 64 (1.0, �1.2) 61.0 96
5 55.1 25.3 62.1 61.7 64 61.2 61.0 96

FIG. 1. (a) Changes in per-species kinetic Kj, electrostatic Ees, and total (Tot.) energy
evolution for case 3, relative to initial values. Also shown is Ees for cases 1 and 2. (b)
Flow velocity evolution for cases 1–3. (c) Ion heating parallel (jj) and perpendicular
(?) to the flow direction due to the ion streaming instability for cases 1–3.
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energy associated with the excited potential is transferred back to the
particles and the IISI is fully stabilized by a skewed heating of the ion
distributions. The time evolution of the electrostatic field energy,
kinetic energy, flow velocity, and ion temperature is shown in Fig. 1; a
detailed discussion of these quantities follows.

In Fig. 2, numerical solutions to the dispersion relation of Eq. (1)
are compared with values of ck measured in simulations of cases 1–3
for the linear stage of growth using fits within the interval
xpit ¼ ½0;�80�. Measuring ck for the exponentially growing unstable
IISI modes in our simulations is straightforward due to the numerical
method employed, where Fourier modes grow from thermal fluctua-
tions through �8 orders of magnitude before reaching saturation. An
electron–ion streaming instability (EISI) is also present in the system.4

However, the EISI is here one or more orders of magnitude slower
than the IISI and does not play a role in our conclusions. Our results
show no change if instead two electron populations are initialized,
where each cancels the current of its associated ion stream.

The nonlinear evolution of the IISI is strongly affected by u. In
Fig. 3, the hydrogen ion distributions hfii are shown for the three qual-
itatively different cases, where for the most unstable mode the ion
streams are marginally subsonic (top row); marginally supersonic
(middle row); and strongly supersonic (bottom row), corresponding to
cases 1–3 in Table I, respectively. h…i denotes averaging over all
space.

The differing phase space structures can be understood by con-
sidering the electrostatic potential U excited by the IISI, which in turn
is dictated by the most unstable wave vectors (see Table I), and the
associated ion trapping. In Fig. 4(a), U at the maximum in time of the
electrostatic energy Ees [the time history of Ees is shown in Fig. 1(a)] is
shown for case 1. In Fig. 4(b), fi sampled at r? ¼ 0 and integrated over
v? is shown, exhibiting characteristic ion trapping structures. Later in
time, U decays to a turbulent spectrum [see Fig. 4(c)], the ions detrap
[see Fig. 4(d)], and Ees is converted via velocity space diffusion to parti-
cle kinetic energy, shown in Fig. 1(a). In Figs. 4(e) and 4(f), U at the
maximum in time of Ees is shown for cases 2 and 3. The structures in
U shown here correspond to large density modulations of �10% in
case 1 and �30% in cases 2 and 3. The eventual turbulent states of
cases 2 and 3 are similar to that shown for case 1.

Electrons and ions with velocities near the phase velocity of the
wave are resonant with the unstable (ck > 0) modes. In symmetric
systems such as cases 1–3 and 5, the phase velocity vk ¼ ðxk=kÞk̂ is
zero because the real frequency of the unstable modes is zero in the
simulation frame (see Table I). Such particles can become trapped by
the electrostatic potential and follow trapped orbits, generally with
excursions in both rjj and r?. ck is symmetric under changes of signs
of kjj and k? and as a result the resonant region of velocity for species

j is enclosed by a diamond (except for the special case k? ¼ 0) given
by k̂ � ðv � vkÞ ¼ 6vtr;j where the trapping width vtr;j is given by

vtr;j=vtj ¼ 2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ejZjj/=Tj

p
. For a system dominated by the fastest-

growing linear mode, k ¼ ð6kmax
jj ;6kmax

? Þ. Zj is the charge state of

species j and / is a potential that characterizes the half-depth of the
potential well experienced by the particles.

In Fig. 3, regions in velocity space resonant with hfii are shown
for the modes k ¼ kmax (see Table I). Regions bound by both
vmax
tr;i ¼ vtr;ið0:5½maxðUÞ �minðUÞ�Þ, and vRMS

tr;i ¼ vtr;i½RMSðUÞ� are
indicated by dotted and dashed lines, respectively. RMS denotes a
root-mean-squared value, calculated by averaging over the entire sys-
tem. vmax

tr;i defines the furthest extent of resonant interaction, while

vRMS
tr;i is an approximate average over the 2D structures in U. The
arrows indicate the direction of the trapped ion oscillations. Not
shown, the electron distribution function fe is also modified, exhibiting
a trapping-induced flattening of a few percent centered about vk. This

FIG. 3. Snapshots of the evolving spatially averaged ion distribution for case 1 (top
row), case 2 (middle row), and case 3 (bottom row). Shown are the initial distribu-
tions (left column), the distributions when the field energy is at the maximum (mid-
dle column), and the final state of the distribution (right column). Red lines indicate
the calculated region of ion trapping associated with the maximum (max) or root-
mean-squared (RMS) amplitude of the most unstable Fourier-mode in each case,
while arrows indicate the direction of bounce motion.

FIG. 2. For (a) and (b) case 1, (c) and (d)
case 2, and (e) and (f) case 3, the (a), (c),
and (e) theoretical linear kinetic growth
rate4,18 and the (b), (d), and (f) growth
rate c of the ion streaming instability as
measured in our simulations.
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modification of fe does not appear to impact the evolution of the IISI
in the cases studied here.

By examining vtr;i, it is apparent that the amplitude of a mode
driven by the IISI is limited to the intersection of the resonant region
with the bulk of the ion distribution in cases 1–3 (known as wave
breaking29), i.e., U will grow until vRMS

tr;i ’ k̂
max � ui, which is accurate

to within 10% for cases 1–3. After saturation of the k � kmax modes,
the spectrum becomes sufficiently broad such thatU causes a diffusion
in velocity space, fully stabilizing the IISI.

In cases 1, 2, and 3, the average flow velocity defined as uiðtÞ
¼ h
Ð
vvjjfi dvi=ni approaches a reduction in magnitude by 30%, 38%,

and just 4%, respectively, shown in Fig. 1(b). However, the maximum
of hfii in velocity space moves little if at all, as is apparent in Fig. 3. In
fact, for case 2, the position of the maximum increases in magnitude
by 14% relative to its initial value due to particles being pulled away by
trapping predominantly from the side of f closest to the resonance. We
define the time-varying spatially averaged directional temperature as
Tj ¼ ðmj=njÞh

Ð
vðv � ujÞ2fj dvi. This is the temperature that a

Maxwellian distribution of species j would need in order to have a
kinetic energy equal to that of fj in the frame moving at uj, calculated
independently for the parallel and perpendicular directions. Tj is
shown for cases 1–3 in Fig. 1(c). Despite fe exhibiting flattening near
v¼ 0 due to trapping, Te deviates from its initial value by only�1%.

For supersonic flows, the scalings of the final flow velocities and
temperatures with the initial flow velocities follow from the behavior
of kmax: at higher flow velocities, the most unstable mode moves to
larger angles relative to the flow (so that kmax � u approximately satis-
fies the acoustic dispersion relation), and the action of trapping on the
distribution is likewise directed at larger angles relative to the flow. In
case 3, the ion bounce motion is almost perpendicular to the flow,
resulting in almost exclusively transverse ion heating and little slowing
down. However, the final value of Tijj is not simply a monotonic func-
tion of u=cs. As u decreases to subsonic values and the IISI becomes

effectively one-dimensional (as in case 1), one has at saturation
vRMS
tr;i ¼ u and the final value of Tijj falls accordingly until, for a suffi-
ciently low u, the instability is simply below threshold and does not
occur.

A quasilinear description, such as that explored by Forslund,5

is in qualitative agreement with the results shown for cases 1–3,
correctly recovering that perpendicular ion heating dominates par-
allel heating at high flow velocities and that the slowing down due
to the IISI for symmetric single-ion species flows is modest.
However, any feature of a kinetic simulation that is a direct conse-
quence of trapping will be missed by a quasilinear treatment. For
example, a quasilinear model will not include the excursion of
trapped ions to a distance vtr;i beyond the point in velocity space at
which they are resonant, leading to a significant underestimate of
the final perpendicular ion temperature for supersonic flows: in
case 3, one has Ti?=Te � 0:5, whereas the prediction from a quasi-
linear model5 is Ti?=Te � 0:25.

B. Multi-ion species flows

We now consider case 4 (see Table I), where one stream is
entirely comprised of hydrogen (H) ions and the other is fully ionized
carbon (C). The initial ion temperatures and number densities are
equal. Shown in Figs. 5(a) and 5(b), the theoretical linear kinetic
growth rate and the measured numeric growth rate are again in quan-
titative agreement. In Fig. 5(c), U taken at the maximum in time of Ees
is shown. The structure of U is qualitatively similar to case 2 due to the
similar range of unstable modes. However, in cases 1–3, the electron
and ion density modulations are in phase. In contrast, the electrons
and C ions are in phase in case 4, while the H ions (notably withOð1Þ
density modulations) are approximately anti-phased. In fact, the phase
relationship between each component [shown at the peak of Ees in

FIG. 4. For case 1, the (a) and (c) electrostatic potential and the (b) and (d) total ion distribution, sampled at r? ¼ 0 and integrated over v?. Snapshots (a) and (b) are taken
at the maximum in time of the total field energy, while (c) and (d) are the final state of the simulation. (e) and (f) The electrostatic potential in cases 2 and 3, respectively, taken
at the maximum in time of the total field energy.
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Figs. 5(d)–5(f)] evolves as Tj increases in time, similar to the “slow
mode” described in Refs. 30 and 31.

The trapping widths of H and C ions are given by vtr;i=cs
¼ 2

ffiffiffiffiffiffiffiffiffiffiffi
Zi=Ai

p ffiffiffiffiffiffiffiffiffiffiffiffi
e/=Te

p
and therefore vtr;H=vtr;C ¼

ffiffiffi
2
p

, where Ai is the
ion mass number. As a result, the conventional wave-breaking limit29

of H ions (when the trapping width intersects the bulk) will be reached
before that of the C ions. The evolution of hfii for case 4 is shown in
Fig. 6, and the associated energy partitioning, flow velocity, and tem-
perature evolution in time are shown in Fig. 7.

As before, the most unstable linear IISI mode and ion trapping
together dictate the structure in velocity space. However, in this case, the
H ions alone are not able to saturate the growth of the IISI by trapping:
vtr;j grows until the resonant region fully encompasses the entire H ion
distribution [Fig. 6(c)], and is instead saturated by trapping of the C ions

(at the C ion wave breaking limit) where vRMS
tr;C ’ k̂

max � uC . Note that for
the phase velocity of the most unstable mode, one has vk ¼ xmax

k =kmax

	 k̂
max � uj (see Table I) and therefore the center of the resonance is far

from the bulk of either ion distribution. This greater likelihood of H
ions to become trapped due to their larger trapping width relative to C
ions is then reinforced by the time required for ions to complete a
trapped orbit: for the bounce frequency of a trapped particle, one has
xb;j ¼ k

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ejZjj/=mj

p
and the time taken to complete a trapped orbit is

sb;j ¼ 2p=xb;j. As / falls during the latter stages of the evolution of the
system, sb;j becomes large and ions may not fill out phase space as fully as
if they were to experience an adiabatically decreasing amplitude. This
effect is more pronounced for the C ions since sb;C=sb;H ¼

ffiffiffi
2
p

. The lon-
ger bounce period of the C ions is readily apparent in the kinetic energy
oscillations shown in Fig. 7(a) (compare KH and KC).

As a result of the total trapping of the H ions, the average flow
speed of the H ions becomes that of the dominant IISI mode,
which initially has vk 	 k̂

max � uj, i.e., the H ions are effectively
stopped by the C ions due to the IISI. Conserving momentum, the
C ions are also slowed, but to a lesser degree (�8%) due to their
larger mass [see Fig. 7(b)]. The electrons cancel out the current of
the ions and so are slowed relative to their initial speed by an
amount similar to the slowing of the ions, although this slowing is
small (�1%) compared to vte. Similar to the cases discussed in
Sec. III A, the electron distribution is flattened by a few percent but
does not deviate from its initial temperature by more than �1%. In
Fig. 7(c), the evolution of Tj is shown. The heating of the C ions in
the direction parallel to the flow is striking (TCjj=Te !� 0:5) and
exceeds the perpendicular C ion heating or the H ion heating in
either direction by a factor of 2, while as before Te is effectively
unchanged. Analysis of hfCi reveals a ring-like formation [Fig. 6(f)]
that is qualitatively similar to case 2 [Fig. 3(f)].

FIG. 5. For case 4, (a) theoretical linear kinetic growth rate and (b) measured growth rate c of the ion streaming instability in the simulation. (c) Potential U and (d) electron,
(e) hydrogen ion, and (f) carbon ion density modulations dnj relative to initial values nj0 excited by the ion streaming instability.
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Finally, we discuss case 5, where we simulate counterstreaming
flows of CH2. Here, there are two symmetric counterstreaming flows
of C ions and two symmetric counterstreaming flows of H ions, where
there are twice as many H ions as C ions and initially one has
uH;C ¼ ð6u; 0Þ. As before, growth rates for the IISI from theory and
our simulations (not shown) agree in the linear stage, and this case is
qualitatively similar to case 4. However, due to the symmetry of case 5,
the flow of H ions is now separated from the flow of C ions in each
stream: the H ions are trapped more readily than the C ions, and are
pulled toward the center of the frame by the action of the IISI. This
phenomenon of velocity separation is readily apparent in Fig. 8(a),
showing the C ions slowing by �26% and H ions slowing by �50%.
The C ion heating shown in Fig. 8(b) is even stronger than that in
case 4, most notably in the transverse direction, resulting in
TC?=Te ! �1:5 and TCjj=Te ! �0:8 (THjj;?=Te ! �0:25,
unchanged from case 4).

IV. CONCLUSIONS

We have studied the action of the ion–ion streaming instability
(IISI) for single- and multi-ion species flows. The linear stage of evolu-
tion, and the subsequent initial saturation by trapping, is uncompli-
cated: in high-fidelity 2D2V Vlasov simulations, the most unstable
modes are those predicted by linear theory, and the amplitude of the
unstable modes is limited by ion trapping (the intersection of the

trapping width with the bulk of the ion distribution, or “wave break-
ing”). The degree of ion heating parallel or perpendicular to the flow is
dictated by the wave vector of the most unstable mode, with perpen-
dicular heating dominating at higher flow velocities.

FIG. 6. Snapshots of the evolving spatially averaged (a)–(c) hydrogen, fH, and
(d)–(f) carbon, fC, distributions for case 4. Shown are the initial distributions (left col-
umn), the distributions when the field energy is at the maximum (middle column),
and the final state of the distribution taken at the end of the simulation (right col-
umn). Red lines indicate the calculated region of ion trapping associated with the
maximum (max) or root-mean-squared (RMS) amplitude of the most unstable
Fourier-mode in each case, while arrows indicate the direction of bounce motion.
Note that due to the differing ion masses, one has vtr ;H=vtr ;C ¼

ffiffiffi
2
p

. In panels (g)
and (h), the color scale of (e) and (f), respectively, has been saturated at 0.3% of
the maximum value in order to show detail in the tails of the distribution.

FIG. 7. For case 4, changes in the (a) per-species kinetic Kj, electrostatic Ees, and
total (Tot.) energies, relative to initial values; (b) flow velocities uj; and (c) ion heat-
ing parallel (jj) and perpendicular (?) to the flow direction.

Physics of Plasmas ARTICLE scitation.org/journal/php

Phys. Plasmas 28, 022105 (2021); doi: 10.1063/5.0015302 28, 022105-7

Published under license by AIP Publishing

https://scitation.org/journal/php


In plasma flows containing multiple ion species of differing
charge-to-mass ratios, the trapping widths of each species will dif-
fer. Trapping of the lighter ion species alone may be insufficient to
saturate the IISI; saturation instead occurs when the trapping
width of the heavier ion species intersects the bulk of its distribu-
tion. The heating and slowing of each species in the flow may be
qualitatively different. This provides a mechanism for species
(including isotope) separation in velocity and, in a nonperiodic
system, space.

In collisionless shocks, the anisotropic heating of ions by the IISI
has been observed in single-ion species simulations15 to give rise to a
complicated picture, with simultaneous distinct Weibel instabilities
arising from ions reflected at the shock front and from the temperature
anisotropy driven by the IISI. Interpreting structures excited by
Weibel instabilities may require careful consideration of the role of the
IISI in modifying the plasma conditions from which other slower
instabilities may grow, particularly if multiple ion species are present.
A significant interplay between the IISI and the electron cyclotron drift
instability is also known to occur.32 In plasmas with some degree of

collisionality, the IISI will also modify the collisional drag and heating
by reducing relative flow speeds, as in cases 1–4, or indeed by intro-
ducing a relative flow as in case 5 (counterstreaming flows of CH2),
where the hydrogen ions are slowed more than the carbon ions within
each flow. The IISI may also modify the collisional drag more directly,
such as in Ref. 6.
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