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ABSTRACT

The survivability of final optics is expected to be a major challenge for all future inertial fusion energy concepts. Due to their higher damage
threshold, gaseous optics have been identified as a promising solution to this problem. Gaseous optics can be created through the
photoabsorption of spatially modulated UV light, which induces various chemical processes that heat the gas. This heating leads to a pressure
perturbation, which in turn launches a density perturbation that can imprint a refractive index modulation such as a grating. In this article,
we introduce a parallel C/Cþþ code to simulate gaseous optics. PIAFS2D is a high-order conservative finite-difference code to solve the com-
pressible Navier–Stokes equations along with the photochemical heating sources on Cartesian grids. The simulations are validated by the lin-
ear theory derived in a previous paper [Michel et al., Phys. Rev. Appl. 22, 024014 (2024)]. For larger perturbations, the behavior of the
system—particularly the evolution of the generated acoustic wave—demonstrates strong nonlinearity. PIAFS2D allows the study of nonlinear
behaviors and can be used for the design of high-efficiency gaseous optics elements in realistic experimental conditions.

VC 2025 Author(s). All article content, except where otherwise noted, is licensed under a Creative Commons Attribution (CC BY) license (https://
creativecommons.org/licenses/by/4.0/). https://doi.org/10.1063/5.0268318

I. INTRODUCTION

Inertial Fusion Energy (IFE)1 aims to generate clean and sustain-
able energy through laser-driven nuclear fusion. Since ignition has
been reached at the National Ignition Facility (NIF),2,3 research on IFE
has received much interest. Several approaches are being considered,
all of them involving the transport of high-energy laser beams to fusion
targets injected at a high repetition rate (�10Hz) inside a target cham-
ber. Therefore, a common challenge for all the future facilities is to
develop “final optics”—the last optical elements before the target, and
therefore in its direct line of sight—that can sustain the extreme envi-
ronment of an IFE facility (neutron and x-ray flux, debris, and, to
lesser degree, the fluence of the drive laser itself).

Research on optical materials meeting the extreme requirements
of final optics in IFE has been limited. One proposed option is liquid
metal reflectors,4 although combined tests of survivability and optical
quality have never been performed. Plasma optics have been studied as
a promising candidate to replace solid-state optical elements by

shaping the refractive index sustained by the free electrons.5,6

However, plasma optics have short lifetimes (up to tens of ps), which
make them better suited to short-pulse, high-intensity laser applica-
tions than IFE, where pulse durations are typically nanosecond-scale.

A promising solution is to use gaseous optics, where a diffractive
pattern has been imprinted in the gas using localized absorption of a
low-energy “imprint” laser beam. The concept was recently demon-
strated in a proof-of-principle experiment7,8 and investigated theoreti-
cally.9 Because gas optics are transient, they do not suffer from debris
or neutron damage, and furthermore, they can sustain laser fluences of
kJ cm�2 without optical damage. Figure 1 shows how a gas mirror
would be used in an IFE target chamber.

In this concept, two UV beams overlap in a neutral gas, here a
mixture of ozone (O3) and oxygen (O2). At the locations of the bright
interference fringes, the absorption of UV photons by O3 molecules
leads to the photodissociation of O3 into O2 and O, usually in some
excited states. This main reaction is exothermic and responsible for
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most of the gas heating. Other secondary processes result from the
reaction between O2 and O in their excited states and the background
gas. The chemical reactions are the same as those involved in the ozone
cycle in the upper atmosphere and are therefore well known and docu-
mented.10,11 The heating of the gas creates pressure and entropy per-
turbations, which, respectively, launch a standing acoustic wave and
an entropy mode (isobaric, non-propagating modulation of entropy),
leading to a density modulation. In a previous work,9 a theory of the
linear evolution of the acoustic/entropy wave induced by the chemical
heating Induced by two lasers crossing at an angle was derived. It
showed a good qualitative agreement with the aforementioned experi-
ment.7 However, at high fluence/ozone density, the hydrodynamic
evolution is expected to go beyond the limits of validity of the linear
theory.

In this work, we develop PIAFS2D, a hydrodynamic code that
combines the coupled evolution of the chemistry and nonlinear hydro-
dynamics. PIAFS stands for Photochemically Induced Acousto-optics
Fluid Simulations. The code is based on a conservative high-order
finite-difference numerical model for the 2D Navier–Stokes equations
on a Cartesian grid. The spatial derivatives for the convective and
acoustic terms are computed using the fifth-order upwind weighted
essentially nonoscillatory (WENO)12 scheme, while the viscous and
thermal conduction terms are discretized with fourth-order central
finite differences. The classical fourth-order, four-stage Runge–Kutta
(RK4) scheme is used to evolve the equations in time.

The paper is organized as follows: in Sec. II, we describe
PIAFS2D, including the governing equations and its numerical discre-
tization. In Sec. III, we compare the simulation results to linear theory.
First, we validate the results of our previous work.9 Then, we describe
the physics of the nonlinearity and how PIAFS captures it. Section IV
concludes our work and discusses prospects for future investigations.

II. NUMERICAL METHOD
A. Governing equations

The governing equations are the normalized two-dimensional
Navier–Stokes equations15 with a chemical heating source term

@tUþ @xFþ @yG ¼ @xFv þ @yGv þ S; (1)

where @x;y;t represent derivatives with respect to x, y, and t, respec-
tively, andU is the state variable

U ¼ q; qu; qv; E
� �T

:

The convective fluxes, F � FðUÞ andG � GðUÞ, are

F ¼ qu; qu2 þ P; quv; E þ Pð Þu� �T
;

G ¼ qv; quv; qv2 þ P; E þ Pð Þv� �T
;

and the dissipative (viscous and conduction) fluxes are

Fv ¼ 0; sxx; sxy; usxx þ vsxy � qx
� �T

;

Gv ¼ 0; syx; syy; usyx þ vsyy � qy
� �T

:

The chemical heating source term is

S ¼ 0; 0; 0; Qc= c� 1ð Þ� �T
:

The fluid density is q. The Cartesian velocity components along x and
y are u and v, respectively, and P is the pressure. The internal energy
and the temperature are given by

E ¼ P
c� 1

þ 1
2
q u2 þ v2ð Þ; T ¼ cP

q
; (2)

where c is the specific heat ratio. The viscous and the heat conduction
terms in Eq. (1) are given by

sxx ¼ 2
3
l
Re

2@xu� @yv
� �

; (3a)

sxy ¼ syx ¼ l
Re

@yuþ @xv
� �

; (3b)

syy ¼ 2
3
l
Re

�@xuþ 2@yv
� �

; (3c)

qx;y ¼ 1
c� 1ð ÞPr Re j@x;yT: (3d)

Here, Re and Pr are the Reynolds and Prandtl numbers, respectively,
defined as

Re ¼ qref crefxref
lref

; Pr ¼ cplref
jref

;

where the subscript ð�Þref denotes reference quantities used to normal-
ize (1), l and j are the coefficients of viscosity and thermal conductiv-
ity, respectively, c denotes the speed of sound, and cp
¼ 918:45 Jkg�1 K�1 is the specific heat capacity of oxygen (O2) at
288K. The gas constant is

R ¼ NAkB
MO2

� 259:7 J kg�1 K�1;

where NA is the Avogadro number, kB is the Boltzmann constant, and
MO2 is the molar mass of oxygen. The reference length for the simula-
tions reported in this paper is determined by the physical setup shown
in Fig. 2

xref ¼ kUV
4p sin h

¼ 6:65� 10�6 m ¼ 6:65 lm; (4)

where kUV ¼ 248 nm is the pump wavelength, and h ¼ 0:17� is the
half-crossing angle between the two UV pumps. The remaining refer-
ence quantities for our simulations are:16

FIG. 1. Illustration of a gas mirror used as a final optic at the entrance of an IFE tar-
get chamber wall. The spatially modulated low-power imprint beam creates a den-
sity modulation in a gas jet, turning the gas into a diffraction grating that can safely
direct the high-power drive laser beam toward the fusion target.
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Tref ¼ 288K; qref ¼
Ptot
RTref

¼ 1:356 kgm�3;

lref ¼ lO2
Trefð Þ ¼ 1:99� 10�5 kg s�1 m�1;

jref ¼ jO2 Trefð Þ ¼ 2:70� 10�2 Wm�1 K�1;

cref ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffi
cRTref

p ¼ 323:59ms�1;

tref ¼ xref
cref

¼ 2:06� 10�8 s ¼ 20:6 ns; Pref ¼ qref c
2
ref :

Consequently, the Reynolds and Prandtl numbers for our simulations
are

Re � 147; Pr � 0:68:

The normalized coefficients of viscosity and thermal conductivity are
computed as

l ¼
~T
T0

3=2
T0 þ TS

~T þ TS

� �
; j ¼

~T
T0

3=2
T0 þ TAe�TB=T0

~T þ TAe�TB=T

 !
; (5)

where ~T ¼ TTref is the physical temperature (in Kelvin), T0 ¼ 275K,
TS ¼ 110:4 K, TA ¼ 245:4K, and TB ¼ 27:6 K.

In addition to the hydrodynamic equations, we solve the reaction
equations that govern the evolution of the local concentration of the
reacting species. The absorption of UV light by ozone within the
Hartley band (k 2 ½200–300	 nm) is observed in the atmosphere and
thus has been extensively studied. All subsequent chemical reactions
are therefore well documented.17 The first and main reaction is the
absorption of a photon by an ozone molecule, leading to its photodis-
sociation, following two different channels with different probabilities
p:

p ¼ 0:9 : h� þ O3 ! O2ð1DgÞ þ Oð1DÞ; (6)

p ¼ 0:1 : h� þ O3 ! O2ð3RgÞ þ Oð3PÞ; (7)

where h� is the energy carried by a photon. This photodissociation
produces oxygen atoms and molecules in excited states that will react
with the background and produce new reactions, of which we include

d
dt

O3½ 	 ¼ � k0a þ k0bð Þ h�½ 	 O3½ 	 � k2a þ k2bð Þ 1D½ 	 O3½ 	
� k3a þ k3bð Þ 1Rg

� �
O3½ 	; (8a)

d
dt

1D½ 	 ¼ k0a h�½ 	 O3½ 	 � k1a þ k1bð Þ 1D½ 	 O2½ 	
� k2a þ k2bð Þ 1D½ 	 O3½ 	; (8b)

d
dt

1Dg

� � ¼ k0a h�½ 	 O3½ 	 þ k1b O2½ 	 1D½ 	; (8c)

d
dt

1Rg

� � ¼ k1a
1D½ 	 O2½ 	;

� k3a þ k3bð Þ 1Rg

� �
O3½ 	; (8d)

where square brackets represent concentrations in cm�3, 1Dg , 1Rg ,
and 1D are molecular quantum states with electronic energies of 1, 1.6,
and 2 eV, respectively, and ki are the reaction rates of reaction i (cf.
Table I). The evolution of the photon concentration, ½h�	, is given by

d
dz

h�½ 	 ¼ r h�½ 	 O3½ 	; (9)

where r is the absorption cross section of ozone. The chemical heating
term in Eq. (1) is calculated by solving the concentration of molecules
(and UV photons) vs ðx; y; z; tÞ from coupled rate equations [Eq. (8)]
as

Qc ¼ q0ak0a þ q0bk0bð Þ h�½ 	 O3½ 	
þ q1ak1a þ q1bk1bð Þ 1D½ 	 O2½ 	
þ q2ak2a þ q2bk2bð Þ 1D½ 	 O3½ 	; (10)

where qi represents the heat energy normalized to the initial internal
energy of the reaction i in Table I: qi ¼ Eheati=Einit where the initial
internal energy is Einit ¼ Pgas=ðc� 1Þ½O2	. More details on the chemi-
cal reactions can be found in Ref. 9.

B. Numerical discretization

Equation (1) is discretized on a two-dimensional Cartesian grid
with i; jf g as the grid index. We use the conservative finite-difference
formulation12,18,19 for the spatial derivative terms on the left-hand side
(LHS), @xF and @yG. Since these terms represent nonlinear convective
and acoustic waves, they are discretized using a characteristic-based
upwind scheme12 to avoid numerical oscillations across shocks and
strong gradients. The discretization is implemented independently
along each dimension; the following describes the discretization of @xF
and can be trivially extended to the computation of @yG. The index j is
omitted for convenience of notation. The conservative finite-difference
approximation for the x-derivative at a grid cell i is

@F
@x

				
i

¼ 1
Dx

F̂iþ1
2
� F̂i�1

2

h i
; (11)

where Dx is the grid spacing along x, and F̂i61
2
are the numerical

approximations (of the desired order of accuracy) to the flux primitive
(indefinite integral of the flux of the flux function F) computed at the
cell faces i6 1

2.
The characteristic-based upwind calculation of F̂iþ1

2
is imple-

mented as follows: First, the Roe-averaged state20 at the cell face iþ 1
2,

URoe
iþ1

2
, is computed from Ui;iþ1, the state vector at grid cells i and iþ 1,

respectively. It is an averaged state that satisfies the following:

F Uiþ1ð Þ � F Uið Þ ¼ A URoe
iþ1

2


 �
Uiþ1 � Uið Þ; (12)

FIG. 2. Two UV beams crossing at a half-angle h create an interference pattern of
wavelength kg ¼ kUV=½2 sin h	 inside a volume of gas containing a small fraction
of ozone located between z ¼ 0 and z ¼ L. The absorption of UV light heats the
gas in the constructive interference regions and imprints a diffraction grating of
wavelength kg .
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where

A URoe
iþ1

2


 �
¼ dF

dU

				
U¼URoe

iþ1
2

(13)

is the flux Jacobian matrix. The eigenstructure of the AðURoe
iþ1

2
Þ has four

eigenvalues (two entropy waves and two acoustic waves), and

Kiþ1
2
� K URoe

iþ1
2


 �
¼ Diag u; u; uþ c; u� c

� �
(14)

is the diagonal matrix of eigenvalues where u and c are the velocity
and local speed of sound for the state URoe

iþ1
2
. Let

Liþ1
2
� L URoe

iþ1
2


 �
; Riþ1

2
� R URoe

iþ1
2


 �
(15)

denote the left and right eigenmatrices, respectively, that is to say, their
rows and columns are left and right eigenvectors; consequently, they
satisfy

Riþ1
2
Liþ1

2
¼ I ; Riþ1

2
Kiþ1

2
Liþ1

2
¼ @F

@U

			
U¼URoe

iþ1
2

: (16)

We use the solution-dependent fifth-order WENO scheme12 to inter-
polate the flux primitive at the cell interface (iþ 1

2) from the cell-
centered flux values in the characteristic space. This is summarized as
follows: a left-biased approximation to the kth component of the char-
acteristic flux (i.e., the projection of the flux vector F on the kth left
eigenvector or the kth row of Liþ1

2
) is computed as

uL; kð Þ
iþ1

2
¼ x1

3
u kð Þ
i�2 �

1
6

7x1 þ x2ð Þu kð Þ
i�1

þ 1
6

11x1 þ 5x2 þ 2x3ð Þu kð Þ
i

þ 1
6

2x2 þ 5x3ð Þu kð Þ
iþ1 �

x3

6
u kð Þ
iþ2; (17)

where

u kð Þ
���ð Þ ¼ l kð Þ � F ���ð Þ (18)

is the kth characteristic flux, and lðkÞ is the kth left eigenvector (kth row
of Liþ1

2
). We note that k is used in this subsection as an index for the

eigenmodes and should not be confused with the reaction rates denoted

by kð�Þ in the previous Subsection IIA. The coefficients x1;2;3 in Eq.
(17) are computed based on the local smoothness of the solution

b1 ¼
13
12

u kð Þ
i�2 � 2u kð Þ

i�1 þ u kð Þ
i


 �2
þ 1
4

u kð Þ
i�2 � 4u kð Þ

i�1 þ 3u kð Þ
i�2


 �2
;

(19a)

b2 ¼
13
12

u kð Þ
i�1 � 2u kð Þ

i þ u kð Þ
iþ1


 �2
þ 1
4

u kð Þ
i�1 � u kð Þ

iþ1


 �2
; (19b)

b3 ¼
13
12

u kð Þ
i � 2u kð Þ

iþ1 þ u kð Þ
iþ2


 �2
þ 1
4

3u kð Þ
i � 4u kð Þ

iþ1 þ u kð Þ
iþ2


 �2
;

(19c)

am ¼ cm
�þ bmð Þ2 ; c1 ¼ 1

10
; c2 ¼ 3

5
; c3 ¼ 3

10

xm ¼ amP3
n¼1 an

; m ¼ 1; 2; 3; � ¼ 10�6: (19d)

In the above equations b1;2;3 are the local smoothness indicators.
When the solution is smooth, xm ! cm, and Eq. (17) results in a fifth-
order accurate interpolation.12 However, the presence of discontinu-
ities or sharp gradients results in one or more (but not all three) of the
weights approaching zero; consequently, Eq. (17) behaves as an inter-
polation that is biased away from the non-smooth region and yields a
nonoscillatory result. The same procedure is used to compute the
right-biased approximation to the kth characteristic flux, uR;ðkÞ

iþ1
2
, by

reflecting all the indices in Eqs. (17) and (19) around iþ 1
2.

The upwind kth characteristic flux at the interface, uðkÞ
iþ1

2
, is com-

puted from its left- and right-biased values using the Roe-fixed
method:12,19

if k kð Þ
i ; k kð Þ

iþ1
2
; k kð Þ

iþ1 > 0 : u kð Þ
iþ1

2
¼ uL; kð Þ

iþ1
2

(20a)

else if k kð Þ
i ; k kð Þ

iþ1
2
; k kð Þ

iþ1 < 0 : u kð Þ
iþ1

2
¼ uR; kð Þ

iþ1
2

(20b)

else : u kð Þ
iþ1

2
¼ 1

2
uL; kð Þ
iþ1

2
þ uR; kð Þ

iþ1
2


 �
� k kð Þ

max

2
.R; kð Þ
iþ1

2
� .L; kð Þ

iþ1
2


 �
: (20c)

Here, kðkÞi;iþ1;iþ1
2
are the kth eigenvalue computed at cell centers i; iþ 1

and the Roe-averaged state URoe
iþ1

2
, and .ðL;RÞ;ðkÞiþ1

2
are the left- and right-

biased characteristic solution components at the interface, computed
using the same procedure as described above with

TABLE I. Summary of all the reactions contributing to the heating of the gas over the few ns timescales relevant to gas optics. Dr H
0 is the reaction enthalpy, and Eheat is the

sum of translational and rotational energies of the products, which constitutes the energy available to heat the surrounding gas molecules over the relevant time scales for each
reaction.

No. Reaction Rate (cm3/s) �DrH0 (eV) Eheat (eV) Reference

0a h�þO3 !O2(1Dg)þO(1D) k0a ¼ 0.9� 3.3� 10�7 0.96 0.73
0b h�þO3 !O2þO k0b ¼ 0.1� 3.3� 10�7 3.95 2.8
1a O(1D)þO2 !OþO2(1Rg) k1a ¼ 0.8� 3.95� 10�11 0.34 0.29 13
1b O(1D)þO2 !OþO2(1Dg) k1b ¼ 0.2� 3.95� 10�11 0.99 0.84 13
2a O(1D)þO3 ! 2O2 k2a ¼ 1.2� 10�10 6.0 4.3 13
2b O(1D)þO3 !O2þ 2O k2b ¼ 1.2� 10�10 0.9 0.81 13
3a O2(1Rg)þO3 !Oþ 2O2 k3a ¼ 1.2� 10�11 0.53 0.42 14
3b O2(1Rg)þO3 !O3þO2 k3b ¼ 1� 10�11 1.63 1.16 14
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. kð Þ
���ð Þ ¼ l kð Þ � U ���ð Þ: (21)

Finally, the approximation to the interface flux primitive in Eq. (11) is
obtained as

F̂iþ1
2
¼ Riþ1

2
uiþ1

2
; uiþ1

2
� u kð Þ

iþ1
2
jk ¼ 1;…; 4

h i
: (22)

This completes the description of the numerical discretization of @xF
and @yG.

The viscous and heat conduction terms on the right-hand side
(RHS) of (1), @xFv and @yGv, are dissipative; thus, central differences
are used to approximate the spatial derivatives. The fourth-order accu-
rate central finite-difference approximation to the first derivative of a
scalar quantity / is given by

@/
@x

			
i
� 1

12
/i�2 �

2
3
/i�1 þ

2
3
/iþ1 �

1
12

/iþ2: (23)

This is applied component-wise to the calculation of @xFv and @yGv

and the spatial derivatives that appear in Eq. (3). The heat source term,
Qc, corresponds to the heating of the gas by chemical reactions starting
from the photoabsorption of ozone in the bright interference fringes in
Fig. 2 and is computed by first solving the reaction equations (8) and
(9). Since the intensity gradient is mostly along the x axis, the hydrody-
namics can be treated independently for each z, and Eq. (1) is only
solved in a two-dimensional (x–y) plane that is perpendicular to the
beam direction (z). However, Eqs. (8) and (9) are solved on all x–y
planes along the beam direction, with the final one being that of the
hydrodynamic simulation. This is because the local photon concentra-
tion depends on the absorption of photons by reactions along the path
of the beam. Let zh be the z-location of the hydrodynamic simulation
plane, and let ½0; zh	 be discretized by Nz points. The photon concen-
tration at z ¼ 0 corresponds to that of the incident beam; at subse-
quent z-locations, the photon concentration is solved at each grid
point ði; jÞ by discretizing (9) with the forward Euler method

h�½ 	l ¼ h�½ 	l�1 þ Dzr h�½ 	l�1 O3½ 	l�1; 1 
 l 
 Nz: (24)

The reaction ordinary differential equations (ODEs) (8) are then
solved locally at each x–y grid point on each z-plane with the classical
fourth-order, four-stage Runge–Kutta (RK4) method. Finally, Qc is
calculated at each grid point on the hydrodynamic simulation plane
with (10).

The spatially discretized form of (1) is a system of ordinary differ-
ential equations (ODEs) that is evolved in time with the RK4 method.
The time step, Dt, is chosen based on the CFL stability condition.

III. INVESTIGATION OF THE NONLINEAR
HYDRODYNAMICS REGIME OF GAS OPTICS

In the following, we will use the code in 1D only, with x the direc-
tion of the UV modulation (cf. Fig. 2). This is appropriate for the study
of gratings (which are 1D structures) and allows a direct comparison
with the model from Ref. 9 based on the analytical solution of the 1D
linearized hydro equations. We will also restrict our discussion to the
situation where the duration of the UV imprint beam is much shorter
than the acoustic period, although the code is capable of modeling UV
pulses with durations longer than the acoustic period.

A. Validation of the linear theory

In this first section, we aim to validate the linear theory derived in
Ref. 9. The comparison between the density perturbation resulting
from the same initial heating is represented in Fig. 3. These simulations
are performed without damping, and periodic boundary conditions
are applied along the x-direction. The period of the grating is

FIG. 3. Density perturbation initiated by laser heating: (a) vs x and t for a 2% initial
perturbation and (b) lineout at the time of the first maximum of the density modula-
tion [dashed line on (a)]. (c) and (d) Same as (a) and (b) for a 20% initial perturba-
tion. The linear case parameters (a) and (b) are [O3]¼ 0.5%, UV fluence¼ 10mJ/
cm2, corresponding to DTmax=T0 ¼ 0.03; and for the nonlinear case (c) and (d):
[O3]¼ 1.5%, UV fluence¼ 100mJ/cm2, corresponding to DTmax=T0 ¼ 0.35.
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Kac ¼ 42lm, the acoustic period is defined as sac ¼ Kac=c ¼ 130 ns
and the laser pulse duration is spulse ¼ 10 ns. The lineout of the density
modulation along x is plotted at the time when it reaches its maximum
for the linear theory (red dotted lines) and the simulation (dark line).
The agreement is excellent for a small perturbation (2%); a discrepancy
becomes visible for a stronger perturbation (20%), but the agreement
remains acceptable.

Although the linear theory remains reasonably consistent with
the 20% simulation perturbation around half of the first period, the
x–t map indicates that nonlinearity increases over time. The modifica-
tion of the wave shape during its propagation will be addressed in the
following Section IIIB.

B. Nonlinear behavior of the acoustic wave

In Ref. 9, we show that the density perturbation is the sum of an
entropy wave and a standing acoustic wave (which is itself the sum of
two counter-propagating acoustic waves). In the linear regime and for
times much smaller than the entropy and acoustic modes’ damping
times, both waves contribute equally to the density modulation.
However, an entropy wave and an acoustic wave have fundamentally

different behaviors in the nonlinear regime. For an acoustic wave, the
nonlinear ðv � rÞv term in the fluid momentum equation implies that
the velocity of the fluid elements at the crest of the pressure perturba-
tion is higher than for those at the bottom of the perturbation, which
leads to a steepening of the wave profile and ultimately to the well-
known sawtooth profile illustrated in Fig. 4.21 The “time to shock,” i.e.,
the time required to get to the sawtooth profile (leading to a shock in
the absence of dissipation), is simply the time needed for the fluid ele-
ments at the crest of the perturbation to catch up with the fluid ele-
ments at the bottom, tshock ¼ Kac=4dv, with dv the half-amplitude of
the velocity perturbation of the acoustic wave. The velocity perturba-
tion can be expressed as a function of the pressure perturbation and
initial density as dv ¼ 6dp=q0c,

9 which leads to

tshock ¼ Kacq0c
4dp

: (25)

In the absence of damping, the standing wave generated by a
sinusoidal perturbation at t ¼ 0 evolves to a square shape at t ¼ tshock
(sum of two sawtooth waves), as illustrated in Fig. 4.

The steepening of the wave leads to the generation of higher-
order Fourier modes for the wave’s spatial profile

FIG. 4. Illustration of the time evolution of a standing acoustic wave via its counter-propagating components at times long before the steepening (t � tshock) and after the shock
(t � tshock). The standing wave evolves toward a square profile.
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Dnðx; z; tÞ ¼
X1

m¼�1
nmðz; tÞ exp imKx½ 	; (26)

nmðz; tÞ ¼ 1
K

ðK
0
Dnðx; z; tÞ exp �imKx½ 	 dx; (27)

with K ¼ 2p=K, and to the transfer of energy from the fundamental
sinusoidal mode (jmj ¼ 1) to the higher-order modes.

On the other hand, since the entropy mode is not associated with
a pressure perturbation and does not propagate, no steepening occurs
and the spatial frequency spectrum is not affected. This difference will
impact the damping of the two types of waves under conditions of
strong, nonlinear excitation by the gas heating, as shown in the
Sec. III C.

C. Linear/nonlinear damping

To investigate the differences in dissipation between acoustic and
entropy modes, we first study the evolution of a pure acoustic wave vs
a pure entropy mode in the code. This is obtained by appropriately
defining the initial conditions.

1. Damping of the acoustic wave

For the acoustic wave, the initial conditions are

qðx; t ¼ 0Þ ¼ q0 þ dq cosKx ;

pðx; t ¼ 0Þ ¼ p0 1þ cdq=q0 cosKx½ 	: (28)

This corresponds to an adiabatic situation, where the entropy is not
modified at t ¼ 0 (indeed, ds ¼ cv½dp=p� cdq=q	 ¼ 0). This initial
condition initiates two counter-propagating acoustic waves, as in the
Sec. III C, but without the entropy mode.

The linear damping rate for the acoustic wave is

�ac ¼ K2

2q0

4
3
lþ j

Cp
c� 1ð Þ

� �
; (29)

where l is the viscosity and j the heat conduction.21

The x–t maps of the density for a linear (dq=q¼ 1%) and nonlin-
ear (dq=q¼ 50%) excitation at t ¼ 0 are shown in Fig. 5.

With 1% initial perturbation amplitude, the wave remains sinu-
soidal for many acoustic periods and dampens before steepening. On
the other hand, in the nonlinear case the steepening of the wave is visi-
ble at the very beginning of the simulation, before even half an acoustic
period. The nonlinearity develops well before the wave is damped. The
other noticeable feature is that the nonlinear wave damps much faster
than in the linear case.

This different behavior in the nonlinear vs linear case (profile
steepening and increased damping) can be explained and quantified
by considering the ratio of the time to shock to the acoustic damping
time, C ¼ tshock�ac. If C > 1, the fundamental mode will damp before
any profile steepening can occur. On the other hand, for C < 1,
higher-order modes (i.e., wave steepening) develop before the funda-
mental mode has damped. Furthermore, the damping of a higher-
order mode m is m2 times faster than the fundamental per Eq. (29);
therefore, since profile steepening corresponds to a transfer of energy
from the fundamental to the higher-order modes, the overall damping
of the acoustic wave can greatly exceed the damping of the initial per-
turbation atm ¼ 1 when C < 1.

Using tshock ¼ Kac=4dv ¼ p=2Kdv as defined in the Sec. III C1,
the criterion for this nonlinear behavior can be expressed as

C ¼ tshock�ac ¼ p2q0c
2Kacdp

4
3
lþ j

Cp
ðc� 1Þ

� 

: (30)

For the typical values c ¼ 324m s�1; k ¼ 42 lm; � ¼ 1:8
�10�5 kg s�1 m�1; j ¼ 2:5� 10�2 Wm�1 K�1; Cp ¼ 918; c ¼ 7=5,
we obtain C ¼ 2 if dp1=p ¼ 1% and C ¼ 0:04 if dp1=p ¼ 50% (the
two values used in Fig. 5).

Figure 6 shows the relative shape of the acoustic pressure and the
density modulation for the same two initial perturbations. The density
modulation corresponds to a lineout of Fig. 5 at t � 3sac. The pressure
perturbation is sinusoidal in the linear case, and in the nonlinear case,
takes the shape of a square wave as was already illustrated and dis-
cussed in Fig. 4.

Figure 7 shows the evolution of the density modulation as a
function of time, corresponding to the lineouts at x ¼ 0 of
Fig. 5. The “mode 1” damping corresponds to e��act where �ac is
defined in Eq. (29). For C ¼ 2, the acoustic wave of the simula-
tion follows the theoretical mode 1 damping. For C ¼ 0:04, the
energy transfer to higher-order modes leads to a faster, nonlin-
ear damping.

2. Damping of the entropy wave

To initialize a pure entropy wave, we use the following initial
conditions:

FIG. 5. x–t maps of the density of a purely acoustic wave: (a) the linear regime
(1% modulation) and (b) the nonlinear regime (50% modulation).
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qðx; t ¼ 0Þ ¼ q0 þ dq cosKx ;

pðx; t ¼ 0Þ ¼ p0:
(31)

Because it is not associated with a pressure perturbation, this density
modulation is accompanied by a corresponding entropy modulation
dsðx; t ¼ 0Þ ¼ �cðdq=q0Þ cosðKxÞ and temperature modulation
dT=T0 ¼ �dq=q0.

The linear damping rate for the entropy wave is given by21

�en ¼ jK2

qCp
: (32)

While the acoustic wave is damped by both thermal diffusion
and viscosity, the entropy wave is not propagating and therefore not
affected by viscosity. Furthermore, since the entropy mode does not
propagate, no steepening (i.e., energy transfer to higher-order spatial
mode) occurs, and the damping is not significantly impacted by the
amplitude of the initial density perturbation. This has been verified by
simulations shown in Fig. 8, where a pure entropy mode was initialized
with initial density modulation amplitudes of 1% and 50%.

Figure 9 shows the evolution of the density modulation as a func-
tion of time, from Fig. 8 at x ¼ 0. The “mode 1” damping corresponds
to e��ent where �ent is defined in Eq. (32). It confirms that unlike for a
standing acoustic wave, the damping of an entropy mode is largely
unaffected by the initial amplitude of the density perturbation. This
different behavior between the two modes will lead to significantly dif-
ferent temporal behaviors of the gas optics depending on the initial
amplitude of the gas heating, as discussed in the Sec. IIIC3.

FIG. 7. Evolution of the density perturbation amplitude of a purely acoustic wave as
a function of time, from Fig. 5 at x ¼ 0, for an initial perturbation of 1% (C ¼ 2)
and 50% (C ¼ 0:04).

FIG. 8. x–t maps of the density of an entropy wave for 1% and 50% initial ampli-
tudes for the density perturbation.

FIG. 6. Lineout of the density and the acoustic pressure from Fig. 5 at t � 3sac .
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3. Damping of a chemically induced wave and
calculation of diffraction efficiency

The damping is now studied in a situation relevant to gas optics,
where the gas heating launches both an acoustic and an entropy mode
of equal amplitudes at t ¼ 0. The period of the grating and UV laser
pulse duration are the same as in the Sec. III C2 (42lm and 10ns,
respectively). The gas length is L¼ 3mm (cf. Fig. 2); since the gra-
dients are much larger along x than along z, we still assume 1D hydro-
dynamics in the following and run multiple 1D simulations for various
z accounting for UV absorption and ozone depletion along z.

In the linear case the imprint laser fluence is 5mJ/cm2, and the
ozone concentration is 0.5%. This initiates a perturbation of � 1%
amplitude as seen in Fig. 10, with a corresponding C¼ 2 from Eq.
(30). For the nonlinear case, the laser fluence is 120mJ/cm2 and the
ozone concentration is 2%, initiating a perturbation of � 40% ampli-
tude and C¼ 0.05.

For low fluence/ozone concentration, the wave remains linear
and is slowly damped over time. The sinusoidal pattern is still discern-
ible at the end of the simulation. For high fluence/ozone concentration,
the steepening of the wave is noticeable at the very beginning of the
simulation, and the damping is strong after the first few oscillations.

We now assume that a diffracted beam with wavelength
kd ¼ 266nm is incident on the grating at the Bragg angle and calculate
the diffraction efficiency. Note that the diffracted beam’s wavelength is
within the ozone absorption band, but if its fluence is much larger
than the saturation fluence, which would be the case for high-energy
laser applications, ozone will be fully depleted and the diffracted
beam’s absorption will become negligible—as was recently confirmed

experimentally.22 The diffraction efficiency of the grating is related to
the density modulation’s first mode of the Fourier series,9 leading to

gðzÞ ¼ sin2
kd
2n0

ðz
0
n1ðz0Þ dz0

� �
; (33)

where n1 is first mode of the refractive index n and kd ¼ 2p=kd is the
diffracted beam’s wavenumber.

The diffraction efficiency of the grating as a function of time is
plotted in Fig. 11. In the linear case [Fig. 11(a)], the diffraction effi-
ciency oscillates at the acoustic period and returns to zero at each oscil-
lation. On the other hand, in the nonlinear case [Fig. 11(b)], the
diffraction does not return to zero at each oscillation, and the temporal
oscillations damp over approximately 1ls while some diffraction still
remains, at � 25% efficiency—which means that a grating still exists,
but not an oscillating one. This is a signature of the different damping
between the acoustic and entropy modes. The entropy wave, which
damps more slowly than the acoustic wave as discussed above, contin-
ues to diffract the probe laser beam.

Another apparent difference between the two cases is the “dip” in
diffraction efficiency in the first three periods of Fig. 11. This is a signa-
ture of the gas grating operating past the 100% efficiency optimum.
Indeed, for transmission gratings, 100% diffraction efficiency is
obtained when dnopt=n ¼ kd=2L, where dnopt is the (optimum) index
modulation (assumed constant along the propagation direction in this
formula), kd the diffracted beam wavelength, and L the grating thick-
ness.23 When the index modulation increases past dnopt while L is kept
fixed, the diffraction efficiency goes back down. It is the same process

FIG. 9. Evolution of the density perturbation amplitude of an entropy wave as a
function of time, at x ¼ 0, for an initial perturbation of 1% vs 50%. FIG. 10. x–t maps of the density of a wave composed of an entropy and an acous-

tic mode in (a) the linear regime and (b) the nonlinear regime.
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at the origin of the “roll-over” in the theoretical curves of diffraction
efficiency vs UV fluence in Ref. 9. Here, the “dip” appears because the
index modulation from the wave is still increasing when the efficiency
has already reached 100%, which leads to the efficiency dropping back
down until the density (thus index) modulation amplitude has reached
its peak; the process then reverses.

All these features (“hump” from the entropy wave in the nonlin-
ear regime of acoustic damping and “dip” in the first few oscillations
of the diffraction efficiency) have been observed in recent experi-
ments;22 these results will be published separately.

IV. CONCLUSION

We have developed a hydrodynamics code that combines the
coupled evolution of chemical processes and nonlinear hydrodynamic
behavior. For linear situations, we were able to confirm the theoretical
model developed in our previous paper.9 The code allowed us to
develop a quantitative understanding of the waves involved in gas
optics in the nonlinear hydrodynamics regime. This code will be used
for the design of future experiments aimed at demonstrating the appli-
cations of gas optics for the manipulation of high-energy lasers and for
the development of gaseous diffractive elements beyond simple gra-
tings (e.g., chirped gratings or diffractive lenses).
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