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A B S T R A C T

A collisional particle code based on implicit energy- and charge-conserving methods in axisymmetric geometries is presented. A new particle pusher 
for axisymmetric systems is introduced that is compatible with exact energy and charge conservation and yields improved accuracy compared to 
other methods. How to appropriately treat all aspects of the algorithm near the 𝑟 = 0 axis of symmetry is described in detail. The axisymmetric 
model is verified by simulating the free expansion of a plasma sphere in 2D cylindrical and 1D spherical geometries. The algorithm’s ability to study 
the dynamic compression of a dense plasma is illustrated by simulating the dynamic Z-pinch in 1D cylindrical geometry.

1. Introduction

The particle-in-cell Monte-Carlo collision (PIC-MCC) method is a widely used numerical technique for studying ideal plasmas as 
governed by the Maxwell-Boltzmann set of equations [1–4]. Conventional approaches, such as the explicit leap-frog method and the 
semi-implicit direct-implicit method [5,6], have well-known problems associated with the inability to conserve energy. The energy 
in the system is known to artificially increase over time (i.e., heating) when using conventional explicit methods, while it typically 
decreases over time (i.e., cooling) when using conventional semi-implicit methods. The rate of artificial heating or cooling for these 
methods can drastically increase for collisional plasmas [7–9]. Energy-conservation issues, along with other time-step and grid-size 
restraints, limit the applicability of conventional PIC-MCC methods for high-fidelity simulations of dense plasma systems, such as 
those found in inertial-confinement-fusion (ICF) and dense Z-pinch (DZP) experiments.

Plasmas found in ICF and DZP systems can be characterized as dense because the dynamic timescales of interest are often long 
compared to the timescales for plasma oscillations and collisions. While fluid models can be efficiently applied to study dense plasmas, 
they fail to capture kinetic effects such as non-local heat flux at shock fronts [10] and transport/deposition of high-energy beam-like 
particles [11,12]. In a previous work by some of the Authors, a collisional particle code suitable for high fidelity simulations of dense 
plasmas was introduced [13]. The algorithm in Ref. [13] is based on the relatively new fully implicit PIC method [14,15], which has 
the attractive property of being exactly energy conserving, even when the plasma is strongly collisional [9]. Using the planar analog 
of the dynamic pinch in 1D [16], it is shown in Ref. [13] that the algorithm is capable of accurately and efficiently simulating the 
dynamic compression of a dense plasma using time steps much longer than the plasma period, grid cell sizes much larger than the 
Debye length, and a moderate number of simulation particles.
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Fig. 1. Cylindrical coordinates (left) and spherical coordinates (right) used in this work. The azimuthal angle 𝜃 is the same for both coordinate systems and ranges 
from 0 to 2𝜋. The polar angle 𝜙 in the spherical coordinate system ranges from −𝜋∕2 to 𝜋∕2.

A cylindrical implementation of the energy-conserving semi-implicit PIC method [17] is presented in Ref. [18]. A general curvi-

linear formulation of the fully implicit Vlasov-Darwin PIC method in 2D is given in Ref. [19]. Curvilinear implementations of 
structure-preserving PIC methods can be found in Refs. [20,21]. The focus of the present paper is to extend the fully implicit PIC-

MCC algorithm from Ref. [13] from planar to axisymmetric geometries. The geometries considered are 1D/2D cylindrical, and 1D 
spherical. The algorithm employs a new Cartesian-based particle orbit integrator. Steps taken to maintain the exact energy and exact 
charge conserving properties of the algorithm are described in detail. Particular attention is paid to the treatment at the 𝑟 = 0 axis of 
symmetry.

The axisymmetric coordinates systems are given in the following section, Sec. 2, followed by a presentation of the algorithm 
in Sec. 3. The Cartesian particle orbit integrator is outlined in Sec. 4. The implementation of the implicit solver in axisymmetric 
geometries is discussed in Sec. 5. Results from free expansion of a plasma sphere simulations in 2D cylindrical and 1D spherical 
geometry are given in Sec. 6. In Sec. 7, the algorithm is used to simulate the dynamic Z-pinch in 1D cylindrical geometry. Further 
discussion and a summary are given in Sec. 8.

2. Axisymmetric coordinate systems

Axisymmetric cylindrical and spherical geometries are considered in this work. The logical coordinates are 𝝃 = (𝑟, 𝜃, 𝑧) for cylin-

drical and 𝝃 = (𝑟, 𝜃,𝜙) for spherical. In both coordinate systems (see Fig. 1), 𝜃 is the azimuthal angle that ranges from 0 to 2𝜋. The 
angle 𝜙 in the spherical coordinate system is the polar angle that ranges from −𝜋∕2 to 𝜋∕2. The relationship between the logical and 
physical coordinates in cylindrical geometry is given by

𝑥 = 𝑟 cos𝜃, 𝑦 = 𝑟 sin𝜃 ⇒ 𝑟 =
√
𝑥2 + 𝑦2, tan𝜃 = 𝑦

𝑥
. (1)

For spherical geometry, the relations are

𝑥 = 𝑟 cos𝜙 cos𝜃, 𝑦 = 𝑟 cos𝜙 sin𝜃, 𝑧 = 𝑟 sin𝜙 ⇒ 𝑟 =
√
𝑥2 + 𝑦2 + 𝑧2, tan𝜃 = 𝑦

𝑥
, sin𝜙 = 𝑧

𝑟
. (2)

The unit vectors for the cylindrical and spherical coordinate system are related to the physical unit vectors, respectively, by

⎡⎢⎢⎣
r̂

�̂�

ẑ

⎤⎥⎥⎦ =
⎡⎢⎢⎣
cos𝜃 sin𝜃 0
−sin𝜃 cos𝜃 0

0 0 1

⎤⎥⎥⎦
⎡⎢⎢⎣

x̂

ŷ

ẑ

⎤⎥⎥⎦ , and

⎡⎢⎢⎣
r̂

�̂�

�̂�

⎤⎥⎥⎦ =
⎡⎢⎢⎣
cos𝜙 cos𝜃 cos𝜙 sin𝜃 sin𝜙
−sin𝜃 cos𝜃 0

−sin𝜙 cos𝜃 −sin𝜙 sin𝜃 cos𝜙

⎤⎥⎥⎦
⎡⎢⎢⎣

x̂

ŷ

ẑ

⎤⎥⎥⎦ . (3)

𝕄 is used below to denote the mapping matrices given in Eq. (3). The inverse mapping matrices, used to transform a vector from 
mapped to Cartesian are the transpose of those given in Eq. (3): 𝕄−1 =𝕄𝑇 .

3. The Maxwell-Boltzmann system and the implicit 𝜽-PIC-MCC algorithm

The fully implicit PIC-MCC algorithm is described in this section. Starting with a presentation of the Maxwell-Boltzmann set of 
equations, the discrete numerical formulation follows, and a corresponding discrete energy conservation law is presented. Finally, 
the interpolation function used to achieve local charge conservation is discussed.

3.1. The Maxwell-Boltzmann set of equations: axisymmetric geometries

The Boltzmann equation governing the evolution of the distribution function of species 𝛼, 𝑓𝛼 , in physical phase-space coordinates 
(x,u) can be written as

𝜕𝑓 𝜕𝑓 𝜕𝑓
2

𝛼

𝜕𝑡
+ 𝑑x

𝑑𝑡
⋅ 𝛼

𝜕x
+ 𝑑u

𝑑𝑡
⋅ 𝛼

𝜕u
= 𝐶𝛼. (4)
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The left-hand side is the phase-space continuity law governing long-range (i.e., collisionless) phenomena, and 𝐶𝛼 on the right-hand 
side is the operator representing discrete discontinuities in phase space owing to short-range collisional processes. For a fully ionized 
ideal plasma, 𝐶𝛼 is that corresponding to screened Coulomb collisions, same as that considered in Ref. [13].

The time derivatives of the physical phase space coordinates are obtained from the equations of motion, which in the non-

relativistic limit are

𝑑x

𝑑𝑡
= u,

𝑑u

𝑑𝑡
=
𝑞𝛼

𝑚𝛼
[E (x) + u × B (x)] , (5)

where 𝑚𝛼 and 𝑞𝛼 are the mass and charge, respectively, of species 𝛼. E and B here are the physical (i.e., Cartesian) electric and 
magnetic fields, respectively. These quantities are obtained from the logical space fields using the inverse of the mapping matrices 
defined in Eq. (3): E =𝕄−1E𝜉 , B =𝕄−1B𝜉 . Here, the superscript 𝜉 is used to denote logical space for vector quantities. For example, 
E𝜉 = 𝐸𝑟r̂ +𝐸𝜃 �̂� + 𝐸𝑧ẑ for cylindrical geometry. The electric and magnetic fields are governed by the laws of Ampère and Faraday. 
These laws, along with the divergence constraints on the fields, are expressed in logical space as

1
𝑐2
𝜕E𝜉

𝜕𝑡
=∇𝜉 × B𝜉 − 𝜇0J𝜉 , ∇𝜉 ⋅ 𝜖0E𝜉 = 𝜌, (6)

𝜕B𝜉

𝜕𝑡
= −∇𝜉 × E𝜉 , ∇𝜉 ⋅ B𝜉 = 0. (7)

Here, 𝑐 = 1∕
√
𝜖0𝜇0 is the speed of light, 𝜌 is the charge density, and J𝜉 is the logical current density. These latter quantities are 

obtained from the species distribution functions:

𝜌 =
∑
𝛼∈𝑠

𝑞𝛼 ∫ 𝑓𝛼𝑑u3, J𝜉 =
∑
𝛼∈𝑠

𝑞𝛼 ∫ 𝕄u𝑓𝛼𝑑u3, (8)

where 𝑑u3 is the velocity space volume element and the sum is over all species 𝛼. For the axisymmetric geometries considered here, 
the logical space curl and divergence operators in Eqs. (6)-(7) can be written as

∇𝜉 × F𝜉 ⋅ r̂ = −
𝜕𝐹𝜃

𝜕𝑧
, ∇𝜉 × F𝜉 ⋅ �̂� =

𝜕𝐹𝑟

𝜕𝑧
−
𝜕𝐹𝑧

𝜕𝑟
, ∇𝜉 × F𝜉 ⋅ ẑ = 1

𝑟

𝜕
(
𝑟𝐹𝜃
)

𝜕𝑟
, (9)

∇𝜉 ⋅ F𝜉 = 1
𝑟

𝜕
(
𝑟𝐹𝑟
)

𝜕𝑟
+
𝜕𝐹𝑧

𝜕𝑧
, (10)

for 2D cylindrical geometry (set 𝜕∕𝜕𝑧 terms to zero for 1D cylindrical) and as

∇𝜉 × F𝜉 ⋅ r̂ = 0, ∇𝜉 × F𝜉 ⋅ �̂� = −1
𝑟

𝜕
(
𝑟𝐹𝜙
)

𝜕𝑟
, ∇𝜉 × F𝜉 ⋅ �̂� = 1

𝑟

𝜕
(
𝑟𝐹𝜃
)

𝜕𝑟
, (11)

∇𝜉 ⋅ F𝜉 = 1
𝑟2

𝜕
(
𝑟2𝐹𝑟

)
𝜕𝑟

, (12)

for 1D spherical geometry. See Appendix A for a formal derivation of the curl and divergence operators for the spherical coordinates 
used in this work.

3.2. The implicit PIC-MCC algorithm

The numerical stencil considered here is essentially the same as that presented previously in Refs. [9,13], which is an implicit 
𝜃-PIC method [14,22,23] coupled with a binary MCC model for Coulomb collisions [24]. However, only a value of 1∕2 is considered 
for the time-biasing parameter 𝜃, which is the value needed for exact energy conservation.

In a PIC scheme, the distribution function is approximated as a collection of discrete (i.e., macro) particles with weight 𝑤𝑝 . The 
mass and charge associated with particle 𝑝 ∈ 𝛼 are 𝑚𝑝 = 𝑤𝑝𝑚𝛼 and 𝑞𝑝 = 𝑤𝑝𝑞𝛼 , respectively. The discrete version of the equations 
governing the phase-space trajectories of the macro particles (Eqs. (5)) are

x𝑛+1
𝑝

− x𝑛
𝑝

Δ𝑡
= ū𝑝,

u𝑛+1
𝑝

− u𝑛
𝑝

Δ𝑡
=
𝑞𝑝

𝑚𝑝

(
Ē𝑝 + ū𝑝 × B̄𝑝

)
, (13)

where Ē𝑝 =𝕄−1∑
𝑔 𝑆

E
𝑔𝑝

Ē
𝜉

𝑔
and B̄𝑝 =𝕄−1∑

𝑔 𝑆
B
𝑔𝑝

B̄
𝜉

𝑔
are the Cartesian fields at the particle obtained by first interpolating the mapped 

field values on the logical space grid to the particle positions using the shape functions, 𝑆E
𝑔𝑝

and 𝑆B
𝑔𝑝

, and then transforming to Cartesian 

using the inverse mapping matrix 𝕄−1 . The bar notation is used to represent time-centered quantities (e.g., ū𝑝 ≡
(

u𝑛+1
𝑝

+ u𝑛
𝑝

)
∕2). Like 

the model described in Ref. [19], the fields are discretized with a 2nd-order centered finite difference approximation on a uniform 
logical-space Yee grid [25] where J𝜉 and E𝜉 are defined along cell edges and B𝜉 is defined on cell faces (see Fig. B.12 in Appendix B). 
This formalism ensures that the physical condition ∇𝜉 ⋅B𝜉 = 0 is satisfied discretely. The discrete versions of the laws of Ampère and 
3

Faraday, Eqs. (6)-(7), used to advance E𝜉 and B𝜉 at logical grid location 𝝃𝑔 are given as
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E
𝜉, 𝑛+1
𝑔 − E

𝜉, 𝑛
𝑔

𝑐2Δ𝑡
=∇𝜉 × B̄

𝜉

𝑔
− 𝜇0J̄

𝜉

𝑔
,

B
𝜉, 𝑛+1
𝑔 − B

𝜉, 𝑛
𝑔

Δ𝑡
= −∇𝜉 × Ē

𝜉

𝑔
, (14)

where J̄𝜉
𝑔

is the time-centered logical current density at grid location x𝑔 defined as

J̄
𝜉

𝑔
=
∑
𝑠

∑
𝑝∈𝑠

𝑞𝑝𝕄ū𝑝

Δ𝑉𝑔
𝑆J
𝑔𝑝
. (15)

Here, 𝑆J
𝑔𝑝

is the shape function used to interpolate the mapped particle velocity, 𝕄ū𝑝, associated with particle 𝑝 to logical grid 
position 𝝃𝑔 . A necessary condition for exact energy conservation is that 𝑆E

𝑔𝑝
= 𝑆J

𝑔𝑝
. The discrete volume element in Eq. (15) is defined 

as Δ𝑉𝑔 = 2𝜋𝑟𝑔Δ𝑟Δ𝑧𝛼𝑔 for 2D cylindrical geometry and Δ𝑉𝑔 = 4𝜋𝑟2
𝑔
Δ𝑟𝛼𝑔 for 1D spherical geometry. The coefficient 𝛼𝑔 equals one if 

the grid location 𝝃𝑔 is in the interior of the domain, is set to 1/2 if 𝝃𝑔 lives on a non-periodic domain boundary other than the axis 
and has a special definition on axis to be discussed in the following subsection where the discrete energy law is derived.

3.3. Discrete energy law

A derivation of the discrete energy conservation law for the implicit method considered here, including finite fluxes of electromag-

netic energy at domain boundaries, is given in Refs. [13] considering a planar geometry. That derivation is revisited here considering 
axisymmetric geometries that include the axis. It is assumed that the domain boundaries are aligned with the tangential components 
of the electric field. The energy in the fields at time step 𝑛 is defined as

𝑊 𝑛
𝑓𝑖𝑒𝑙𝑑𝑠

=𝑊 𝑛
𝐸
+𝑊 𝑛

𝐵
=
𝜖0
2
∑
𝑔

E𝜉, 𝑛
𝑔

⋅ E𝜉, 𝑛
𝑔

Δ𝑉𝑔 +
1

2𝜇0

∑
𝑔

B𝜉, 𝑛
𝑔

⋅ B𝜉, 𝑛
𝑔

Δ𝑉𝑔, (16)

where Δ𝑉𝑔 is defined below Eq. (15). With some algebriac manipulation of Eqs. (14) [9], the discrete energy law for the fields can 
be expressed as

𝑊 𝑛+1
𝑓𝑖𝑒𝑙𝑑𝑠

−𝑊 𝑛
𝑓𝑖𝑒𝑙𝑑𝑠

Δ𝑡
+
∑
𝑔

∇𝜉 ⋅ S̄𝜉𝑔Δ𝑉𝑔 = −
∑
𝑔

J̄
𝜉

𝑔
⋅ Ē

𝜉

𝑔
Δ𝑉𝑔. (17)

The second term on the left-hand-side is the discrete version of the volume integral of the divergence of the Poynting flux, S = E×B∕𝜇0. 
The explicit definition of this quantity is∑

𝑔

∇𝜉 ⋅ S̄𝜉𝑔Δ𝑉𝑔 ≡ 1
𝜇0

∑
𝑔

[
B̄
𝜉

𝑔
⋅∇𝜉 × Ē

𝜉

𝑔
− Ē

𝜉

𝑔
⋅∇𝜉 × B̄

𝜉

𝑔

]
Δ𝑉𝑔. (18)

This term can be written as a surface integral of an appropriately defined discrete definition of the Poynting flux [13]. For simplicity, 
consider a 1D radial grid and let that the magnetic field in cylindrical coordinates be polarized such that B𝜉 = 𝐵𝜃 �̂�. With these 
simplifications, the Poynting flux term in cylindrical coordinates simplifies to the following:

∑
𝑔

∇𝜉 ⋅ S̄𝜉𝑔Δ𝑉𝑔 =
2𝜋𝑅
𝜇0

(
𝑟
𝑁𝑟+

1
2
�̄�
𝜃,𝑁𝑟+

1
2
+ 𝑟

𝑁𝑟−
1
2
�̄�
𝜃,𝑁𝑟−

1
2

)
2𝑅

�̄�𝑧,𝑁𝑟
− 2𝜋
𝜇0
𝑟 1
2
�̄�
𝜃,

1
2

(
4Δ𝑉0
𝜋Δ𝑟2

− 1
)
�̄�𝑧,0, (19)

where 𝑁𝑟 is the index for the upper boundary of the radial domain where 𝑟𝑖 =𝑅. The first term on the right hand side of Eq. (19) is the 
surface integral of the discrete Poynting flux at the upper radial boundary. The last term is the discrete value at 𝑟 = 0. Physically, this 
term is identically zero. However, since �̄�𝜃,1∕2 and �̄�𝑧,0 are both non-zero in general, achieving this numerically requires a specific 
definition for the volume element on axis, Δ𝑉0. Setting the term inside the parentheses to zero, the definition of the on-axis volume 
element is

Δ𝑉0 =
𝜋Δ𝑟2
4

=

Δ𝑟∕2

∫
0

2𝜋𝑟𝑑𝑟, (20)

which is the total volume per unit length of a cylinder with radius Δ𝑟∕2. Note that this value differs by a factor of 3∕4 from that 
recommended by Verboncoeur in Ref. [26] for the on axis volume element in cylindrical coordinates, which is formulated such that a 
uniform particle distribution is preserved. For an electromagnetic algorithm, using the volume element from Ref. [26] in cylindrical 
coordinates results in a non-vanishing on-axis Poynting flux.

Similarly, the Poynting flux term in Eq. (18) for 1D spherical coordinates becomes

∑
𝑔

∇𝜉 ⋅ S̄𝜉𝑔Δ𝑉𝑔 =
4𝜋𝑅2

𝜇0

⎡⎢⎢⎢
(
𝑟
𝑁𝑟+

1
2
�̄�
𝜃,𝑁𝑟+

1
2
+ 𝑟

𝑁𝑟−
1
2
�̄�
𝜃,𝑁𝑟−

1
2

)
2𝑅

�̄�𝜙,𝑁𝑟
−

(
𝑟
𝑁𝑟+

1
2
�̄�
𝜙,𝑁𝑟+

1
2
+ 𝑟

𝑁𝑟−
1
2
�̄�
𝜙,𝑁𝑟−

1
2

)
2𝑅

�̄�𝜃,𝑁𝑟

⎤⎥⎥⎥ . (21)
4

⎢⎣ ⎥⎦
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In contrast to cylindrical coordinates, the Poynting flux term is identically zero on axis independent of the on-axis volume element. 
This is because the 𝜃 and 𝜙 components of the electric field are identically zero on axis. For consistency, the on-axis volume element 
used in spherical coordinates here to compute the charge and current density on axis is obtained in the same way as it is for cylindrical 
coordinates:

Δ𝑉0 =

Δ𝑟∕2

∫
0

4𝜋𝑟2𝑑𝑟 = 4𝜋
3

(Δ𝑟
2

)3
. (22)

The energy in the particles at time step 𝑛 is given as

𝑊 𝑛
𝑝𝑎𝑟𝑡𝑠

=
∑
𝑠

∑
𝑝∈𝑠

𝑚𝑝

2
|||u𝑛𝑝|||2 . (23)

The change in energy in the particles after a single PIC advance (assuming no particles leave or enter the domain) is [9,14]

𝑊 𝑛+1
𝑝𝑎𝑟𝑡𝑠

−𝑊 𝑛
𝑝𝑎𝑟𝑡𝑠

=
∑
𝑠

∑
𝑝∈𝑠

𝑚𝑝ū𝑝 ⋅
(

u𝑛+1
𝑝

− u𝑛
𝑝

)
=
∑
𝑔

J̄
𝜉

𝑔
⋅ Ē

𝜉

𝑔
Δ𝑉𝑔Δ𝑡. (24)

The derivation of Eq. (24) requires that 𝑆E
𝑔𝑝

= 𝑆J
𝑔𝑝

, as mentioned previously. The change in total energy in the system, 𝑊𝑡𝑜𝑡 =
𝑊𝑓𝑖𝑒𝑙𝑑𝑠 +𝑊𝑝𝑎𝑟𝑡𝑠, when going from time step 𝑛 to time step 𝑛 + 1 is obtained by combining Eqs. (17) and (24):

𝑊 𝑛+1
𝑡𝑜𝑡

−𝑊 𝑛
𝑡𝑜𝑡

+
∑
𝑔

∇𝜉 ⋅ S̄𝜉𝑔Δ𝑉𝑔Δ𝑡 = 0. (25)

3.4. Shape factors and charge conservation

The shape factors used in this work are the same as those discussed in Ref. [13]. The in-plane current density is deposited to 
the grid using the first-order charge-conserving stencil by Villasenor and Buneman [27], which uses a combination of first-order and 
second-order splines and the deposit is done in segments that are determined by cell crossings locations [28]. This in-plane current 
deposition scheme preserves local charge density at the nodes defined using the second order spline. The out-of-plane components of 
the particle current are deposited to the grid using a first-order spline (e.g., cloud in cell) computed using the time-centered particle 
position. The magnetic field is interpolated to the particle using the same stencil. For energy conservation, the electric field used to 
advance the particle velocities is interpolated to the particle using the same component-wise shape factor as for the current deposit: 
𝑆E
𝑔𝑝

= 𝑆J
𝑔𝑝

.

Charge-conserving shape factors are formulated such that the change in charge deposited to the nodes of the grid after time 
Δ𝑡 is equal to the total charge that fluxed across the neighboring cell edges surrounding the node [27,29]. This can be expressed 
mathematically in 2D cylindrical as

𝑄𝑛+1
𝑖,𝑗

−𝑄𝑛
𝑖,𝑗

Δ𝑡
+
𝐼𝑟,𝑖+1∕2,𝑗 − 𝐼𝑟,𝑖−1∕2,𝑗

Δ𝑟
+
𝐼𝑧,𝑖,𝑗+1∕2 − 𝐼𝑧,𝑖,𝑗−1∕2

Δ𝑧
= 0, (26)

where 𝑄𝑛
𝑖,𝑗

≡∑𝑝 𝑞𝑝𝑆
𝜌
𝑟

(
𝑟𝑖 − 𝑟𝑛𝑝

)
𝑆
𝜌
𝑧

(
𝑧𝑗 − 𝑧𝑛𝑝

)
is the charge, 𝐼𝑟,𝑖+1∕2,𝑗 ≡∑𝑝 𝑞𝑝�̄�𝑝𝑟𝑆

𝐽𝑟
𝑖+1∕2,𝑗,𝑝 is the logical space flux of charge in the 

radial direction, and 𝐼𝑧,𝑖,𝑗+1∕2 ≡∑𝑝 𝑞𝑝�̄�𝑝𝑧𝑆
𝐽𝑧
𝑖,𝑗+1∕2,𝑝 is the logical space flux of charge in the axial direction. It is essential that the 

logical particle velocity that appears in the flux definition be consistent with the change in logical particle position. That is, �̄�𝑝𝑟 =(
𝑟𝑛+1
𝑝

− 𝑟𝑛
𝑝

)
∕Δ𝑡 and �̄�𝑝𝑧 =

(
𝑧𝑛+1
𝑝

− 𝑧𝑛
𝑝

)
∕Δ𝑡. The conservation of charge law given in Eq. (26) can be recast as a density law by dividing 

through the volume element at the nodes, which is Δ𝑉𝑖,𝑗 = 2𝜋𝑟𝑖Δ𝑟Δ𝑧 for 2D cylindrical. This gives

𝜌𝑛+1
𝑖,𝑗

− 𝜌𝑛
𝑖,𝑗

Δ𝑡
+
𝑟𝑖+1∕2𝐽𝑟,𝑖+1∕2,𝑗 − 𝑟𝑖−1∕2𝐽𝑟,𝑖−1∕2,𝑗

𝑟𝑖Δ𝑟
+
𝐽𝑧,𝑖,𝑗+1∕2 − 𝐽𝑧,𝑖,𝑗−1∕2

Δ𝑧
= 0. (27)

This equation shows the discrete form of the divergence operator in 2D cylindrical geometry that is consistent with the change in 
charge density after time step Δ𝑡 when using a charge-conserving shape factor. Likewise, via Gauss’s law, the charge density on the 
grid, 𝜌𝑛+1

𝑔
, is consistent with ∇𝜉 ⋅ 𝜖0E

𝜉,𝑛+1
𝑔 on the grid using this same discrete form for the divergence operator as used in Eq. (27).

Following the same procedure above for 2D cylindrical, one arrives at the following discrete form of the charge continuity law in 
1D spherical geometry that is satisfied when using a charge-conserving current deposition scheme

𝜌𝑛+1
𝑖

− 𝜌𝑛
𝑖

Δ𝑡
+
𝑟2
𝑖+1∕2𝐽𝑟,𝑖+1∕2 − 𝑟

2
𝑖−1∕2𝐽𝑟,𝑖−1∕2

𝑟2
𝑖
Δ𝑟

= 0. (28)

One may note that a singularity exists in Eqs. (27) and (28) right on axis where 𝑟𝑖=0 = 0. The appropriate definition for the 
5

divergence operators on axis consistent with local charge conservation is given in Appendix B.



Journal of Computational Physics 519 (2024) 113427J.R. Angus, W. Farmer, A. Friedman et al.

4. Orbit integrator

A Cartesian orbit integrator, where the particle velocities and positions are updated in Cartesian coordinates, is used in this work. 
This gives improved accuracy (especially near 𝑟 = 0) over direct and hybrid orbit integrators. A direct method is one where the 
particle velocity and position are both integrated in logical coordinates. A hybrid method is where the particle velocity is advanced 
in Cartesian, but the position is advanced in logical coordinates. For energy-conserving PIC methods, orbit integrators that update 
the particle position in logical coordinates are naturally compatible with charge-conserving current depositions [19]. A standard 
implementation of a Cartesian update for the particle position, on the other hand, is not. It is shown here that updating the particle 
position in Cartesian coordinates can be made compatible with charge-conserving current depositions by using particular definitions 
for cosine and sine used to convert between logical and Cartesian coordinates.

Algorithm 1 Cartesian particle orbit integrator for cylindrical geometry.

1: Set Cartesian values at 𝑡𝑛 using 𝜃𝑛
𝑝
= 0: 𝑥𝑛

𝑝
= 𝑟𝑛

𝑝
, 𝑦𝑛

𝑝
= 0, 𝑢𝑛

𝑝𝑥
= 𝑢𝑛

𝑝𝑟
, and 𝑢𝑛

𝑝𝑦
= 𝑢𝑛

𝑝𝜃
.

2: Initial guess for time-centered Cartesian and logical-space positions: �̄�𝑝 = �̄�𝑝 = 𝑟𝑛𝑝 , �̄�𝑝 = 𝑦𝑛𝑝 , and �̄�𝑝 = 𝑧𝑛𝑝 .
Iterate the following steps to obtain a time-centered solution:

3: Interpolate the logical Ē𝜉
𝑔

and B̄𝜉
𝑔

fields on the logical-space grid to the particle using �̄�𝑝 and �̄�𝑝 .
4: Transform Ē𝜉

𝑝
and B̄𝜉

𝑝
from logical to Cartesian using cos �̄�𝑝 = �̄�𝑝∕�̄�𝑝 and sin �̄�𝑝 = �̄�𝑝∕�̄�𝑝 .

5: Compute the time-centered particle velocities in Cartesian using Eq. (13).

6: Update the particle positions in Cartesian and logical: x𝑛+1
𝑝

= x𝑛
𝑝
+ ū𝑝Δ𝑡, 𝑟𝑛+1𝑝

=
√(

𝑥𝑛+1
𝑝

)2
+
(
𝑦𝑛+1
𝑝

)2
.

7: Compute the time-centered radial positions as �̄�𝑝 =
(
𝑟𝑛+1
𝑝

+ 𝑟𝑛
𝑝

)
∕2.

8: Compute the time-centered Cartesian positions: x̄𝑝 =
(

x𝑛+1
𝑝

+ x𝑛
𝑝

)
∕2.

Solution converged:

9: Transform Cartesian velocity at 𝑡𝑛+1 to logical using cos𝜃𝑛+1
𝑝

= 𝑥𝑛+1
𝑝

∕𝑟𝑛+1
𝑝

and sin𝜃𝑛+1
𝑝

= 𝑦𝑛+1
𝑝

∕𝑟𝑛+1
𝑝

.

10: Rebase 𝜃𝑛+1
𝑝

to zero.

4.1. Cartesian particle orbit integrator

The Cartesian particle orbit integrator used in this work is presented in Algorithm 1. An important thing to note about Algorithm 1

is that there is no direct usage of the time-centered angle �̄�𝑝 during the iterative particle update to obtain the time-centered solution. 
Instead, the cosine and sine used to do the transformations are defined in terms of the time-centered Cartesian positions �̄�𝑝 and �̄�𝑝
and the time-centered radial position �̄�𝑝 ≡

(
𝑟𝑛+1
𝑝

+ 𝑟𝑛
𝑝

)
∕2. This is a subtle but important point because these definitions are needed 

to make the Cartesian position advance compatible with charge-conserving current deposition schemes. However, these definitions 
are atypical because cos2 �̄�𝑝 + sin2 �̄�𝑝 ≠ 1. This method is described in more detail below considering cylindrical geometry. Spherical 
geometry is considered in a following subsection.

The electric and magnetic fields on the grid are advanced in logical space. After interpolating the logical fields on the grid to the 
particle position, the fields acting on the particle are transformed to Cartesian prior to advancing the particle in Cartesian coordinates 
(e.g., �̄�𝑝𝑥 = cos �̄�𝑝�̄�𝑝𝑟 −sin �̄�𝑝�̄�𝑝𝜃 and �̄�𝑝𝑦 = sin �̄�𝑝�̄�𝑝𝑟 +cos �̄�𝑝�̄�𝑝𝜃). The discrete equations governing a particle’s position and velocity 
in physical space are given in Eq. (13). The particle’s position and velocity, while advanced in Cartesian coordinates, are stored by 
the particle in logical space. Each particle is re-based back to 𝜃𝑝 = 0 at the end of a time step, in which case the particle position and 
velocity at the beginning of the next step are such that 𝑥𝑛

𝑝
= 𝑟𝑛

𝑝
, 𝑦𝑛

𝑝
= 0, 𝑢𝑛

𝑝𝑥
= 𝑢𝑛

𝑝𝑟
, and 𝑢𝑛

𝑝𝑦
= 𝑢𝑛

𝑝𝜃
.

The energy conservation law for a single particle using this second-order time-centered advance is obtained by taking the scalar 
product of the discrete equation of motion and the time-centered velocity. For cylindrical geometry, this gives

𝑛+1
𝑝

− 𝑛
𝑝

Δ𝑡
= 𝑞𝑝

[
�̄�𝑝𝑥�̄�𝑝𝑥 + �̄�𝑝𝑦�̄�𝑝𝑦 + �̄�𝑝𝑧�̄�𝑝𝑧

]
= 𝑞𝑝

[
�̄�𝑝𝑟�̄�𝑝𝑟 + �̄�𝑝𝜃�̄�𝑝𝜃 + �̄�𝑝𝑧�̄�𝑝𝑧

]
, (29)

where 𝑝 ≡ 𝑚𝑝|u𝑝|2∕2 is the kinetic energy of the particle and the logical components of the time-centered velocity in the last 
expression are defined as

�̄�𝑝𝑟 ≡ cos �̄�𝑝�̄�𝑝𝑥 + sin �̄�𝑝�̄�𝑝𝑦 and �̄�𝑝𝜃 ≡ −sin �̄�𝑝�̄�𝑝𝑥 + cos �̄�𝑝�̄�𝑝𝑦. (30)

To achieve exact energy conservation, the logical velocities defined in Eq. (30) must be used when depositing the logical current 
to the grid at the half time so that the discrete J ⋅ E term in the energy law for the fields is equal and opposite to that for the 
particles. Furthermore, if a charge-conserving current deposition scheme is being used, then the change in the particle’s logical 
position must be consistent with the logical velocity used to deposit the current to the grid. For axisymmetric geometries, this means 
that 

(
𝑟𝑛+1
𝑝

− 𝑟𝑛
𝑝

)
∕Δ𝑡 must be equal to �̄�𝑝𝑟 given in Eq. (30).

The change in logical position over the change in time for the Cartesian advance (see Algorithm 1) is

𝑟𝑛+1
𝑝

− 𝑟𝑛
𝑝 =

(
𝑟𝑛+1
𝑝

)2
−
(
𝑟𝑛
𝑝

)2
( ) =

(
𝑥𝑛
𝑝
+Δ𝑡�̄�𝑝𝑥

)2
+
(
𝑦𝑛
𝑝
+Δ𝑡�̄�𝑝𝑦

)2
−
(
𝑟𝑛
𝑝

)2
,

6

Δ𝑡 Δ𝑡 𝑟𝑛+1𝑝 + 𝑟𝑛
𝑝

2Δ𝑡�̄�𝑝
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=

(
𝑥𝑛
𝑝
+ 1

2Δ𝑡�̄�𝑝𝑥
)
�̄�𝑝𝑥 +

(
𝑦𝑛
𝑝
+ 1

2Δ𝑡�̄�𝑝𝑦
)
�̄�𝑝𝑦

�̄�𝑝
,

=
�̄�𝑝�̄�𝑝𝑥 + �̄�𝑝�̄�𝑝𝑦

�̄�𝑝
. (31)

Thus, in order for Eq. (31) to be the same as �̄�𝑝𝑟 given in Eq. (30), cos �̄�𝑝 and sin �̄�𝑝 should be defined as

cos �̄�𝑝 =
�̄�𝑝

�̄�𝑝
, sin �̄�𝑝 =

�̄�𝑝

�̄�𝑝
. (32)

The definitions given here in Eq. (32) are needed to make a Cartesian advance method compatible with both exact energy and 
charge-conserving methods. However, these definitions are atypical as the sum of the squares is

𝐶𝑝 ≡ cos2 �̄�𝑝 + sin2 �̄�𝑝 =
�̄�2
𝑝
+ �̄�2

𝑝

�̄�2
𝑝

= 1 −
2𝑟𝑛
𝑝
𝑟𝑛+1
𝑝(

𝑟𝑛
𝑝
+ 𝑟𝑛+1𝑝

)2 (1 − cosΦ) ≤ 1, (33)

where Φ is the angle between the physical particle position vector at step 𝑛 and step 𝑛 +1: cosΦ = x𝑛
𝑝
⋅ x𝑛+1
𝑝

∕ 
(
𝑟𝑛
𝑝
𝑟𝑛+1
𝑝

)
. The effects of 

using the expressions in Eq. (32) for transforming between Cartesian and logical coordinates in the particle advance can be analyzed 
by looking at the equation governing the time-centered logical velocity used in the current deposit. These equations are obtained by 
writing the discrete equations of motion given in Eq. (13) in terms of the time-centered Cartesian velocity and then transforming to 
the logical velocity using the expressions in Eq. (32). After some algebra, this gives

�̄�𝑝𝑟 = +cos �̄�𝑝𝑢𝑛𝑝𝑥 + sin �̄�𝑝𝑢𝑛𝑝𝑦 + 𝛼𝑝
[
𝐶𝑝�̄�𝑝𝑟 + �̄�𝑝𝜃�̄�𝑝𝑧 − �̄�𝑝𝑧𝐶𝑝�̄�𝑝𝜃

]
, (34)

�̄�𝑝𝜃 = −sin �̄�𝑝𝑢𝑛𝑝𝑥 + cos �̄�𝑝𝑢𝑛𝑝𝑦 + 𝛼𝑝
[
𝐶𝑝�̄�𝑝𝜃 + �̄�𝑝𝑧𝐶𝑝�̄�𝑝𝑟 − �̄�𝑝𝑟�̄�𝑝𝑧

]
, (35)

�̄�𝑝𝑧 = 𝑢𝑛𝑝𝑧 + 𝛼𝑝
[
�̄�𝑝𝑧 + �̄�𝑝𝑟�̄�𝑝𝜃 − �̄�𝑝𝜃�̄�𝑝𝑟

]
, (36)

where 𝛼𝑝 ≡Δ𝑡𝑞𝑝∕(2𝑚𝑝) and the positive-definite coefficient 𝐶𝑝 ≤ 1 is defined in Eq. (33). 𝐶𝑝 is equal to unity to second order in Δ𝑡 for 
particles not too close to axis such that |Δ𝑡�̄�𝑝𝑥| and |Δ𝑡�̄�𝑝𝑦| are small compared to 𝑟𝑛

𝑝
, but 𝐶𝑝 can be less than unity for particles close 

to axis where the angle Φ in Eq. (33) can be relatively large. From Eqs. (34)-(36), it is seen that an effect of defining cos �̄�𝑝 and sin �̄�𝑝
as given in Eq. (32) is that the radial and theta components of the electric and magnetic fields in the radial and theta components 
of the force are damped by 𝐶𝑝 for particles near axis. Each of these field quantities scale with �̄�𝑝 close to axis in axisymmetric 
geometries [30] (viz., these field quantities are small here anyway). The accuracy of the Cartesian particle integrator used in this 
work is quantified below using single particle orbit tests in static magnetic and electric fields.

4.2. Hybrid particle orbit integrator

Results from single particle orbit tests given in following subsections are compared with those obtained using a hybrid integrator 
[19]. The hybrid integrator is briefly described here. Using 𝑥𝑝 = 𝑟𝑝 cos𝜃𝑝 and 𝑦𝑝 = 𝑟𝑝 sin𝜃𝑝, the equations governing the logical 
coordinates 𝑟𝑝 and 𝜃𝑝 are obtained:

𝑑𝑟𝑝

𝑑𝑡
= 𝑢𝑝𝑟,

𝑑𝜃𝑝

𝑑𝑡
=
𝑢𝑝𝜃

𝑟𝑝
, (37)

where the corresponding logical components of the velocity vector are defined as

𝑢𝑝𝑟 ≡ 𝑑x𝑝

𝑑𝑡
⋅ r̂ = +cos𝜃𝑝𝑢𝑝𝑥 + sin𝜃𝑝𝑢𝑝𝑦, 𝑢𝑝𝜃 ≡ 𝑑x𝑝

𝑑𝑡
⋅ �̂� = −sin𝜃𝑝𝑢𝑝𝑥 + cos𝜃𝑝𝑢𝑝𝑦. (38)

For hybrid integrators, the velocity is advanced in Cartesian coordinates, bypassing errors associated with under-resolving inertial 
forces for particles near axis, but the position advance is done in logical space using Eq. (37). Since the logical particle velocity 
is consistent with the change in logical particle position over a time step, energy-conserving PIC methods employing hybrid orbit 
integrators are naturally compatible with charge-conserving current depositions.

The time-centered angle from the discrete version of Eq. (37) used to transform between logical and physical coordinates is 
�̄�𝑝 = 0.5Δ𝑡�̄�𝑝𝜃∕�̄�𝑝. Because there is no direct usage of �̄�𝑝 (only cos �̄�𝑝 and sin �̄�𝑝 are used) there are no numerical issues associated with 
large values of Δ𝑡|�̄�𝑝𝜃|∕�̄�𝑝 that can occur for particles near axis. However, large values of |𝜃𝑝| are still a source of numerical error in 
the hybrid approach that doesn’t exist in the Cartesian orbit integrator.

4.3. Orbit integrator accuracy tests in cylindrical geometry

The first orbit integrator test is for cylindrical geometry and considers a particle interacting with a stationary azimuthal magnetic 
field given by the Bennett equilibrium Z-pinch profile [30]: 𝐵𝜃(𝑟) = 2𝑎𝑟𝐵0∕ 

(
𝑎2 + 𝑟2

)
. 𝐵0 = 3.3356×10−4 T and 𝑎 = 1.0 cm are used 
7

for the tests. Two electron test particles (call them P1 and P2) are considered with different initial conditions. For P1, the initial 
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Fig. 2. Phase space plots for particles P1 and P2 in a stationary azimuthal magnetic field in cylindrical geometry. The magnetic field profile and the initial particle 
conditions are given in the text. 𝑓0 = 𝑒𝐵0∕(2𝜋𝑚𝑒) is a characteristic angular frequency of the motion. (For interpretation of the colors in the figure(s), the reader is 
referred to the web version of this article.)

Fig. 3. Error analysis results for particles P1 and P2 in a stationary azimuthal magnetic field in cylindrical geometry using the Cartesian integrator (left panel) and 
the hybrid integrator (middle panel). Time profiles of the difference between the particle’s radial position obtained from the numerical integration with respect to the 
semi-analytic result presented in Fig. 2 are shown. Note that the curve for P2 in the middle panel is enhanced by a factor of 10. The variation of an integrated measure 
of the error with time step as defined in Eq. (39) using 𝑡max = 10∕𝑓0 is shown in the right panel for particle P1.

conditions are 𝑟𝑝 = 0.025 cm, 𝑢𝑝𝑟 = −4.2×107 cm/s, 𝑢𝑝𝜃 = 1.0×107 cm/s, and 𝑢𝑝𝑧 = 0. The initial conditions for P2 are 𝑟𝑝 = 0.75 cm, 
𝑢𝑝𝑟 = 4.2×107 cm/s, 𝑢𝑝𝜃 = 1.0×107 cm/s, and 𝑢𝑝𝑧 = 0.

The particle energy and angular momentum are both constants of motion in this test. Semi-analytic solutions for the particle 
orbits, shown in Fig. 2, are obtained using an RK4 time-integrator with a sufficiently small time step such that energy and angular 
momentum are conserved to machine precision. Both particles undergo cyclotron motion with a characteristic angular frequency 
𝑓0 = 𝑒𝐵0∕(2𝜋𝑚𝑒), but the minimum radial position of P1 is much closer to axis than that for P2. Due to conservation of angular 
momentum and energy, one sees a sharp spike in the magnitude of 𝑢𝑝𝜃 as the particle approaches the axis. This is accompanied by a 
sharp transition in the radial velocity 𝑢𝑝𝑟 from a negative to a positive value.

Error analysis results using the Cartesian and hybrid particle integrators for this test are shown in Fig. 3. Time profiles of the 
difference between the particles radial position with the semi-analytic solution obtained using the Cartesian integrator are shown in 
the left panel of this figure. Analogous results obtained using the hybrid integrator are shown in the middle panel. These results are 
obtained using 𝑓0Δ𝑡 = 10−3. For the Cartesian integrator, the radial position error profiles for P1 and P2 are quantitatively similar. For 
the hybrid integrator, the radial position error profile for P1 is larger than that for P2 by several orders of magnitude. The magnitude 
of the error for particle P2 for the hybrid integrator is within a factor of order unity of that for the Cartesian integrator. However, 
the magnitude of the error for particle P1, which gets much closer to axis than P2, for the hybrid integrator is much larger than that 
for the Cartesian integrator.

The results in the left and middle panels of Fig. 3 illustrate the benefit of using a Cartesian integrator when the axis is included 
in the simulation domain. The error in particle orbits that get close to axis can be relatively large when using the hybrid integrator, 
whereas the error in particle orbits is relatively unaffected by its proximity to the axis when using a Cartesian integrator. An integrated 
measure of the error for the orbit integrators can be defined as

Error
(
𝑟𝑝
) ≡ 1

𝑁𝑡

𝑁𝑡∑
𝑛=1

√(
𝑟𝑛
𝑝
− 𝑟soln

𝑝
(𝑡𝑛)
)2
, (39)

where 𝑁𝑡 = 𝑡max∕Δ𝑡 is the total number of time steps taken to reach time 𝑡max. The scaling of this global measure of the error with 
8

Δ𝑡 for the Cartesian and hybrid integrators is shown in the right panel of Fig. 3 for particle P1. Both integrators show second order 
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accuracy for sufficiently small time steps, but the magnitude of the error for the Cartesian integrator is about a factor of 100 smaller 
than that for the hybrid integrator.

4.4. Orbit integrator accuracy tests in spherical geometry

The Cartesian orbit integrator described above was for cylindrical geometry. It is straightforward to do the same for spherical 
geometry. Here we present the relevant equations for spherical geometry and show results from a single particle orbit test. The energy 
conservation law for a single particle in spherical geometry with the Cartesian orbit integrator, found by dotting the discrete equation 
of motion by the time-centered velocity, is

𝑛+1
𝑝

− 𝑛
𝑝

Δ𝑡
= 𝑞𝑝

[
�̄�𝑝𝑥�̄�𝑝𝑥 + �̄�𝑝𝑦�̄�𝑝𝑦 + �̄�𝑝𝑧�̄�𝑝𝑧

]
= 𝑞𝑝

[
�̄�𝑝𝑟�̄�𝑝𝑟 + �̄�𝑝𝜃�̄�𝑝𝜃 + �̄�𝜙�̄�𝑝𝜙

]
, (40)

where the components of the time-centered logical velocity used in the last expression are

�̄�𝑝𝑟 = +cos �̄�𝑝 cos �̄�𝑝�̄�𝑝𝑥 + cos �̄�𝑝 sin �̄�𝑝�̄�𝑝𝑦 + sin �̄�𝑝�̄�𝑝𝑧, (41)

�̄�𝑝𝜃 = −sin �̄�𝑝�̄�𝑝𝑥 + cos �̄�𝑝�̄�𝑝𝑦, (42)

�̄�𝑝𝜙 = −sin �̄�𝑝 cos �̄�𝑝�̄�𝑝𝑥 − sin �̄�𝑝 sin �̄�𝑝�̄�𝑝𝑦 + cos �̄�𝑝�̄�𝑝𝑧. (43)

Exact energy conservation demands that the logical velocities as defined in Eqs. (41)-(43) are used when depositing the current to 
the grid. For exact charge conservation in 1D spherical geometry, the change in radial position over Δ𝑡 must be equal to �̄�𝑝𝑟. The 
change in radial position when using the Cartesian integrator in spherical coordinates is

𝑟𝑛+1
𝑝

− 𝑟𝑛
𝑝

Δ𝑡
=

(
𝑟𝑛+1
𝑝

)2
−
(
𝑟𝑛
𝑝

)2
Δ𝑡
(
𝑟𝑛+1𝑝 + 𝑟𝑛

𝑝

) =

(
𝑥𝑛
𝑝
+Δ𝑡�̄�𝑝𝑥

)2
+
(
𝑦𝑛
𝑝
+Δ𝑡�̄�𝑝𝑦

)2
+
(
𝑧𝑛
𝑝
+Δ𝑡�̄�𝑝𝑧

)2
−
(
𝑟𝑛
𝑝

)2
2Δ𝑡�̄�𝑝

,

=

(
𝑥𝑛
𝑝
+ 1

2Δ𝑡�̄�𝑝𝑥
)
�̄�𝑝𝑥 +

(
𝑦𝑛
𝑝
+ 1

2Δ𝑡�̄�𝑝𝑦
)
�̄�𝑝𝑦 +

(
𝑧𝑛
𝑝
+Δ𝑡�̄�𝑝𝑧

)2
�̄�𝑝

,

=
�̄�𝑝�̄�𝑝𝑥 + �̄�𝑝�̄�𝑝𝑦 ++�̄�𝑝�̄�𝑝𝑧

�̄�𝑝
. (44)

Thus, in order for Eq. (44) to be the same as �̄�𝑝𝑟 given in Eq. (41), the cosines and sines should be defined as

cos �̄�𝑝 =
�̄�𝑝√
�̄�2
𝑝
+ �̄�2

𝑝

, sin �̄�𝑝 =
�̄�𝑝√
�̄�2
𝑝
+ �̄�2

𝑝

, cos �̄�𝑝 =

√
�̄�2
𝑝
+ �̄�2

𝑝

�̄�𝑝
, sin �̄�𝑝 =

�̄�𝑝

�̄�𝑝
. (45)

Here, the azimuthal angle is well defined (cos2 �̄� + sin2 �̄� = 1) but the cosine and sine of the polar angle are such that

cos2 �̄�𝑝 + sin2 �̄�𝑝 =
�̄�2
𝑝
+ �̄�2

𝑝
+ �̄�2

𝑝

�̄�2
𝑝

≤ 1. (46)

The accuracy of the Cartesian orbit integrator in 1D spherical geometry is examined by considering an electron in a static radial 
electric field give as 𝐸𝑟 =𝐸0

[
1 − exp

(
−𝑟3∕𝑎3

)]
∕ 
(
𝑟2∕𝑎2

)
with 𝐸0 = 1 kV/cm and 𝑎 = 0.01 cm. This electric field profile corresponds 

to a charge density with radial profile 𝜌(𝑟) ∼ exp
(
−𝑟3∕𝑎3

)
. The initial conditions of the electron are: 𝑟𝑝 = 0.025 cm, 𝑢𝑝𝑟 = −4.2×107

cm/s, 𝑢𝑝𝜃 = 1.0×107 cm/s, and 𝑢𝑝𝜙 = 2.0×107 cm/s. A semi-analytic solution to the phase space orbit is obtained using an RK4 
time integration method with a small time step. These results are shown in Fig. 4, where the phase space plots illustrate a particle 
undergoing harmonic motion in the radial electric field.

The numerical error of the Cartesian and hybrid integrators in spherical geometry for this test is quantified in Fig. 5 by looking at 
time profiles of the error in the radial position of the particle, computed using the results from the RK4 integrator as the solution. Both 
integrators show second order accuracy, but the amplitude of the error from the Cartesian integrator is about a factor of 6 smaller.

5. Solver implementation

The fully implicit field-particle system is advanced in time using the particle-suppressed JFNK method [14,15] as described in [13]. 
In this implementation, the particle positions and the magnetic field in the Lorentz force are held fixed during the linear iterations. 
This permits using the mass matrices, a central feature in energy-conserving semi-implicit PIC algorithms [17,18], to compute the 
current density during the linear iterations in place of a direct calculation from the particles. The particles are self-consistently updated 
at each nonlinear iteration using a Picard method, as described in Algorithm 1, with the current values of the fields on the grid.

The algorithm is implemented in PICNIC, an MPI-based code for particle methods that utilizes the Chombo library for data 
9

containers and MPI handling [31]. The preconditioned JFNK method is implemented using the SNES/KSP/PC modules in PETSc 
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Fig. 4. Phase space profiles for an electron interacting with a static radial electric field in a 1D spherical geometry. These results are obtained using an RK4 time 
integration method with Δ𝑡 = 10−6 ns. The electric field profile and the initial conditions of the electron are given in the text.

Fig. 5. Error analysis results for an electron in a uniform radial electric field in spherical geometry using the Cartesian integrator (left panel) and the hybrid integrator 
(middle panel). Time profiles of the difference between the particle’s radial position obtained from the numerical integration with respect to the semi-analytic result 
presented in Fig. 4 are shown. The variation of an integrated measure of the error with time step as defined in Eq. (39) using 𝑡max = 2 ns is shown in the right panel.

[32]. The preconditioner matrix consists of full Maxwell’s equations and the diagonal elements of the mass matrices [13]. The 
preconditioned matrices are solved using the Additive Schwarz method (ASM) [33] with local incomplete LU (ILU) [34] on each 
block. Each MPI rank constitutes one block.

The fields are advanced in logical space, while the particles are advanced in Cartesian. The mass matrices relate the logical space 
particle velocity vector to the logical space fields. Thus, the appropriate form of the mass matrices must be computed considering 
these transformations as used in the particle integrator. The non-trivial definitions for the cosines and sines used in this work to 
transform between logical and physical space result in the coefficient 𝐶𝑝 (Eq. (33)) appearing in some of the matrix kernels. For 
cylindrical coordinates, the relationships between the mapped velocities used in the current deposition and the mapped fields are 
given in Eqs. (34)-(36). The corresponding relationships in spherical coordinates are

�̄�𝑝𝑟 = �̃�𝑛𝑝𝑟 + 𝛼𝑝
[
𝐶𝑝�̄�𝑝𝑟 + �̄�𝑝𝜃𝐶𝑝�̄�𝑝𝜙 − �̄�𝑝𝜙�̄�𝑝𝜃

]
, (47)

�̄�𝑝𝜃 = �̃�𝑛𝑝𝜃 + 𝛼𝑝
[
�̄�𝑝𝜃 + �̄�𝑝𝑧�̄�𝑝𝑟 − �̄�𝑝𝑟�̄�𝑝𝜙

]
, (48)

�̄�𝑝𝜙 = �̃�𝑛
𝑝𝜙

+ 𝛼𝑝
[
𝐶𝑝�̄�𝑝𝜙 + �̄�𝑝𝑟�̄�𝑝𝜃 − �̄�𝑝𝜃𝐶𝑝�̄�𝑝𝑟

]
, (49)

where here 𝐶𝑝 ≡
(
�̄�2
𝑝
+ �̄�2

𝑝
+ �̄�2

𝑝

)
∕�̄�2
𝑝
, and ũ𝑞𝑝 =𝕄u𝑛

𝑝
is the velocity vector at step 𝑛 mapped to logical space using the time-centered 

cosines and sines. For spherical geometry, the coefficient 𝐶𝑝 acts to damp the radial and polar components of the fields in the radial 
and polar components of the force for particles near 𝑟 = 0. Like in cylindrical geometry, each of these fields being damped are small 
near axis anyway.

6. Free expansion of a sphere

The free diffusion of a collisionless sphere of plasma is a common test problem used to verify a PIC algorithm in cylindrical 
geometry [18]. This test problem is considered here for 2D cylindrical and 1D spherical geometries. The physical parameters for 
the simulations are the same as those considered in Ref. [18]. The plasma consists of electrons with mass 𝑚𝑒 and singly ionized 
light ions with mass 𝑚𝑖 = 25𝑚𝑒. The plasma sphere has an initial homogenous density for each species of 𝑛0 = 1.0×1022 /m3. The 
particle velocities are initialized by sampling from a non-drifting, isotropic Maxwellian distribution with 𝑇0 = 5.11 keV. The ion 
plasma period for these initial conditions is 1∕𝜔𝑝𝑖 = 8.863×10−13 s. The corresponding ion skin depth is 𝛿𝑖 ≡ 𝑐∕𝜔𝑝𝑖 = 2.657×10−4 m. 
10

The corresponding electron Debye length is 𝜆𝐷 ≡ 𝑉𝑇 ,𝑒∕𝜔𝑝𝑒 = 𝛿𝑖∕50. The initial radius of the plasma sphere is 𝑅 = 1𝛿𝑖 = 50𝜆𝐷𝑒.
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Table 1

Simulation parameters for the free expansion of a sphere simulations.

# cells Δ𝑟∕𝛿𝑖 Δ𝑧∕𝛿𝑖 𝜔𝑝𝑖Δ𝑡 𝑁𝑝

Case A (SPH) 25 0.2 – 0.4 6.600×104
Case D (SPH) 250 0.02 – 0.04 6.666×105
Case A (CYL) 25×50 0.2 0.2 0.4 6.726×104
Case D (CYL) 250×500 0.02 0.02 0.04 6.001×106

Fig. 6. Density profiles from free expansion of a collisionless plasma sphere simulations in 2D cylindrical geometry and 1D spherical geometry. The results shown are 
at 𝜔𝑝𝑖𝑡 = 40.

The radial domain of the simulation grid ranges from the axis at 𝑟 = 0 to 𝑟 = 5𝑅, which is treated as a perfect electrical conductor. 
Particles crossing this boundary are absorbed by the boundary. The z-direction for the simulations in cylindrical geometry ranges 
from 𝑧 = 0 to 𝑧 = 10𝑅. Periodic boundary conditions are assumed for the z-direction. Results will be shown from simulations using 
a low-resolution setup (Case A) and a hi-resolution setup (Case D). The parameters used correspond to Case A and Case D from 
Ref. [18]. The grid parameters, time step, and total number of simulation particles per species (𝑁𝑝) used for these simulations are 
given in Table. 1. Uniform particle weights are used in these simulations. The relative tolerances for the Newton and GMRES solvers 
are set to 2×10−14 and 10−6, respectively. A value of 10−12 is used for the relative tolerance of the Picard solver for the particles.

Density profiles at 𝜔𝑝𝑖𝑡 = 40 from the free expansion of a sphere simulations are shown in Fig. 6. Electron charge density contours 
are shown in the left Column. These results can be compared with those shown in Fig. 9 and Fig. 11 of Ref. [18]. Lineouts of the 
electron and ion density profiles at 𝑧 = 0 from the 2D cylindrical simulations are shown in the right figures and observed to agree 
with the corresponding density profiles from the 1D spherical simulations.

The more mobile electrons in this problem initially expand radially outward faster than the heavier ions leading to charge sepa-

ration. This sets up an ambipolar electric field that acts to decrease the electron flux and increase the ion flux until the net flux of 
charge is zero. This electric field transfers energy from the electrons to the ions, causing the speed distribution of electrons to shift 
towards lower values and that of the ions to shift towards larger values. The electron and ion speed distributions from the simulations 
are shown in Fig. 7. The distributions shown here are computed at 𝜔𝑝𝑖𝑡 = 40 and include all simulation particles. These results can 
be compared against those in Fig. 16 of Ref. [18]. Again, the results from the 2D cylindrical simulations agree with those from the 
1D spherical simulations.

The agreement between 2D cylindrical geometry and 1D spherical geometry simulations of the free expansion of a sphere shown 
in Figs. 6-7 serve as a verification of both axisymmetric models. A further verification of these models is shown in Fig. 8, where time 
profiles of the violation in energy conservation and a measure for the violation in Gauss’s law are shown. The conservation of local 
charge density is measured by taking the L2 norm of the violation in Gauss’s law in the grid, defined as

Err (𝛿𝜌) ≡
√√√√∑

𝑔 |∇𝜉 ⋅ 𝜖0E𝜉𝑔 − 𝜌𝑔|2
𝑁𝑔

, (50)

where the sum is over all 𝑁𝑔 grid cells. Global energy and local charge density are both conserved within expectations based on the 
11

relative tolerances used for the nonlinear solvers for these simulations.
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Fig. 7. Electron (left) and ion (right) speed distributions from free expansion of a collisionless plasma sphere simulations in 2D cylindrical geometry and 1D spherical 
geometry. The results shown are at 𝜔𝑝𝑖𝑡 = 40.

Fig. 8. Measures of global energy conservation (left) and local charge conservation (right) from the free expansion of a sphere simulations as given by Eq. (50). The 
violation in energy conservation is the change in total energy in the system with respect to the initial energy (≈ 0.002 J) and accounts for the energy of particles that 
are absorbed at the upper 𝑟-boundary of the domain.

7. Dynamic pinch simulations in 1D cylindrical geometry

The dynamic compression of a plasma to a high energy density state is a phenomenon that is typical of both DZP and ICF 
experiments. The planar analog of the dynamic pinch [35,16] is used in Ref. [13] as a surrogate problem to quantify the algorithm’s 
ability to study the dynamic compression of a plasma. Here, we consider the same problem but in 1D cylindrical geometry. The initial 
conditions of the atomic deuterium plasma and the magnetic field at the upper boundary driving the compression are precisely the 
same as used in Ref. [13]: 𝑛0 = 1.0×1017/cm3, 𝑇0 = 1 eV, 𝑅𝑝0 = 1.5 cm. The magnetic field at the upper boundary of the simulation 
domain (𝑟 = 1.54 cm) rises linearly from 0 to 𝐵𝜃 = 2.667 T over 8.154 ns and remains constant for later times. For these simulations, 
the relative tolerances are set to 10−10 , 10−4, and 10−10, for the Newton, GMRES, and Picard solvers, respectively.

Density and temperature profiles from simulations in a 1D cylindrical geometry using 𝑁𝑟 = 432 and Δ𝑡 = 10−3 ns are shown in 
Fig. 9. The time slices shown in the left and middle panels of this figure are representative of the compression and stagnation stages 
of the dynamic Z-pinch [16]. Note that the magnitude of the plasma density and temperature at stagnation are about an order of 
magnitude larger in cylindrical geometry compared to that for a planar pinch [13].

The conditions used for the dynamic pinch simulation here are the same as the most collisional case considered for parameter set 4 
from Ref. [8], where 1D dynamic pinch simulations were performed using the direct implicit PIC method [36] as implemented in the 
Chicago code [37]. An interesting comparison to make between the results of that work and those presented here is the compression 
ratio of the plasma at stagnation. Here, the compression ratio is seen from the profiles at stagnation in Fig. 9 to be 1.5∕0.3 = 5. The 
compression ratio for these conditions reported in Ref. [8] is 6. The fact that the compression ratio found in Ref. [8] is larger than 
that found here is consistent with what can be expected for an algorithm that suffers from cumulative numerical energy loss, which 
is the case for the algorithm used in Ref. [8]. In that work, it is stated that the numerical energy loss at stagnation is around 5% of the 
total energy in the plasma at that time. Artificial numerical cooling acts as an effective radiative loss of energy, limiting the ability 
of the plasma to push back against the magnetic piston resulting in an artificially large compression ratio.

Representative plots used to illustrate the performance of the dynamic pinch simulation in cylindrical geometry are shown in 
Fig. 10. The maximum value of 𝜔𝑝𝑒Δ𝑡 ∼

√
𝑛𝑒 on the grid is shown in the left panel. This quantity peaks at the time of stagnation 

(𝑡 = 128 ns). The plasma period is a fundamental time scale that an implicit PIC algorithm should be capable of efficiently stepping 
12

over. The efficiency of the solver is illustrated in the middle panel of Fig. 10 where the running average number of Newton iterations 
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Fig. 9. Ion density (top) and species temperature (bottom) profiles from a dynamic pinch simulation in 1D cylindrical geometry. The figures on the left show the 
profiles at a time during the compression. Profiles at the time of stagnation are shown in the middle panels. Time profiles for energy in the fields, ions, and electrons 
are shown in the right panel.

Fig. 10. Select performance metrics for the dynamic pinch simulation in 1D cylindrical geometry. These results correspond to the results shown in Fig. 9.

per time step and GMRES iterations per Newton iteration are shown. The Newton iterations range from 5 to 6 and the GMRES 
iterations are between 2 and 3. The low number of GMRES iterations shows the effectiveness of the preconditioner matrix and solver 
used in this work. The violation in energy conservation shown in the right panel of Fig. 10 is seen to remain eight orders of magnitude 
smaller than the peak energy in the system shown in the right panel of Fig. 9.

7.1. Dynamic pinch simulations with weighted particles

Equally weighted particles are used for the simulation corresponding to the results shown in Figs. 9-10. Since the initial density 
profile is uniform in the 𝑟-coordinate, the initial number of particles per cell increases linearly from the axis. In axisymmetric geome-

tries, using equally weighted particles can be inefficient. Using the uniform density case as an example, the total number of particles 
in the simulation scales quadratic with the number of grid points 𝑁𝑟 for equally weighted particles. However, it is well-known that 
standard Monte Carlo collision algorithms for Coulomb collisions [24,38] are only exactly energy and momentum conserving when 
the particles have equal weights. For weighted particles, these methods only conserve energy and momentum on average after many 
collisions [39,40].

Some of the authors have recently proposed a new particle method for doing weighted-particle Coulomb collisions in a plasma 
that 1) extends the standard methods by Takizuka and Abe [24] and Nanbu [38] to weighted particles such that the scattering physics 
is correct on average and 2) makes use of a new method for adjusting the particle velocities post scatter to restore exact momentum 
13

and energy conservation. The energy-correction method is based on inelastic scattering physics and works by rescaling the weighted-
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Fig. 11. Results from dynamic pinch simulations in 1D cylindrical geometry for various particle weighting strategies at initialization. The blue curves are from 
simulations with uniform particle weights. The red curves are from simulations where the particle weights scale with √𝑟. The yellow curves are from simulations 
where the particle weights scale linearly with 𝑟. The radial profiles of the initial particles per cell shown in the left panel are per species.

center-of-mass energy of binary particle pairs by some small, specified fraction 𝑓𝐸 . This value should be small to not disrupt the 
scattering physics, but a smaller value necessitates more binary pairs to correct for the violation in energy conservation. For example, 
assume that the particle energy in a cell is 2.01 Joules before scattering and is 2.0 Joules after the weighted-scattering algorithm has 
been applied and momentum conservation has been restored. Also, for simplicity, assume that the center-of-mass energy for each 
binary pair is 0.01 Joules and that there are 200 such pairs. Allowing the center-of-mass energy to change by at most 2%, then 50
binary pairs are need to restore energy conservation and the center-of-mass energy for each of these 50 pairs increases from 0.01
Joules to 0.0102 Joules.

Results from dynamic pinch simulations in 1D cylindrical geometry using weighted-particles are shown in Fig. 11. For these 
simulations, the weighted-particle Coulomb collision method from Ref. [41] is used and 𝑓𝐸 = 0.02 is used for the energy correction 
factor. The simulation setup and physical parameters used for these simulations are the same as those corresponding to the results 
shown in Figs. 9-10. The only change is that the particles are weighted, which also effects the initial number of particles per cell. 
Two different weighted particle simulations are performed. The weights are initialized based on a square root scaling with the radial 
coordinate 𝑟 for one simulation (red curves) and a linear scaling with 𝑟 for the other (yellow curves). The left panel of Fig. 11 shows 
spatial profile of the initial number of particles per cell for each species for these simulations. The blue curve is for uniform weighted 
particles, in which case the number of particles per cell increases linear with 𝑟. At the other end of the spectrum is the linear weighting 
scheme, where the number of particles per cell at 𝑡 = 0 is uniform in 𝑟. For each of these three simulations, the total number of particles 
in the simulation are approximately the same with 𝑁𝑝 between 353 k and 358 k for each species.

Time profiles of the energy in the ions and the violation in energy conservation are shown in the middle and right panels, 
respectively, of Fig. 11. The ion energy curves are on top of each other, and the violation in energy conservation is 8 orders of 
magnitude lower for each of these simulations. These results illustrate that ability to use weighted-particles and maintain exact 
energy conservation, while also capturing the correct physics.

8. Discussion and summary

8.1. Further discussion on the Cartesian particle orbit integrator

The physical-space particle orbit integrator presented in this work uses non-trivial definition of cosine and sine to transform the 
fields from logical to physical space. The condition used to define cosine and sine is that the change in radial position over the change 
in time is equal to the time-centered radial velocity that appears in the particle energy law. Mathematically speaking, there are two 
unknowns, but use is only made of one constraint and thus the obtained solution is not unique. This is permissible because of the 
axisymmetric nature of the geometries considered in this work. However, if we consider non-axisymmetric geometries, such as 3D 
cylindrical or 2D polar, then one would additionally need to ensure that the change in angular position of the particle over the change 
in time is consistent with the expression for 𝑢𝑝𝜃 given in Eq. (30) to maintain charge conservation. This second constraint produces 
the following unique solutions for cosine and sine:

cos �̄�𝑝 =
(
�̄�𝑝𝑥

Δ𝑟𝑝
Δ𝑡

+ �̄�𝑝𝑦�̄�𝑝
Δ𝜃𝑝
Δ𝑡

)/(
�̄�2
𝑝𝑥

+ �̄�2
𝑝𝑦

)
, sin �̄�𝑝 =

(
�̄�𝑝𝑦

Δ𝑟𝑝
Δ𝑡

− �̄�𝑝𝑥�̄�𝑝
Δ𝜃𝑝
Δ𝑡

)/(
�̄�2
𝑝𝑥

+ �̄�2
𝑝𝑦

)
. (51)

The definitions for cosine and sine given previously in Eq. (32) are sufficient for exact energy and charge conservation for axisym-

metric cylindrical geometries. Maintaining rigorous energy and charge conservation for non-axisymmetric cylindrical geometries 
requires using the definitions given in Eq. (51). One could potentially use the expressions in Eq. (51) for axisymmetric cylindrical 
geometries as well. One difference is that the sum of the squares for the expressions in Eq. (32) is equal to the square of the ratio of 
two different discrete definitions of the time-centered radial position; whereas the sum of the squares for the expressions in Eq. (51)

equals the square of the ratio of two different definitions for the time-centered velocity magnitude. In either case, the sum of the 
squares is not identically one. For the axisymmetric method, it is shown that a consequence of this is to damp some components of 
14

the logical fields in the particle equations of motion (see Eqs. (34)-(36) and Eqs. (47)-(49)) for particles close to axis. However, each 
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of these fields being damped scale linearly with particle position near axis, and thus they are small anyway. The orbit integrator 
tests presented in Secs. 4 show that 2nd-order accuracy is maintained for particles near axis. Further mathematical analysis of these 
Cartesian particle orbit integrators, and potential application to non-axisymmetric geometries, is deferred to future work.

8.2. Summary

An implicit, collisional particle code with exact energy and charge conservation in axisymmetric cylindrical and spherical geome-

tries is presented. The algorithm is an extension of the planar geometry algorithm presented in Ref. [13]. The volume element used 
on axis is derived based on that needed for exact energy and charge-conservation. A new Cartesian method for advancing particles 
is presented that is compatible with both exact energy conservation and charge-conserving current deposition schemes. The imple-

mentations of the 2D cylindrical and 1D spherical version of the algorithm are verified using simulations of the free expansion of a 
collisionless plasma sphere.

It is shown in Sec. 4 that the Cartesian-space particle orbit integrator introduced in this work yields improved accuracy compared 
to a standard hybrid integrator for particles near axis. The improved accuracy mainly results from not needing to resolve the angular 
motion of the particle. In principle, the accuracy of hybrid and direct integration methods can be improved for particles near axis by 
appropriately subcycling the orbit, but this requires infrastructure for determining when and how to subcycle (e.g., see Ref. [42]). 
Furthermore, the particle current must be deposited at each subcycle to maintain both energy and charge conservation, which requires 
modifications to the construction of the mass matrices [43].

The ability to use the algorithm presented in this manuscript to study the dynamic compression of a plasma in axisymmetric 
geometries is illustrated by simulating the dynamic Z-pinch in the collisional limit in 1D cylindrical geometry. This is similar to the 
planar analog of this problem that is considered in Ref. [13]. The algorithm can efficiently use time steps much larger than the plasma 
period and can use weighted particles while maintaining exact energy conservation [41]. The dynamic Z-pinch simulations presented 
here are in 1D cylindrical geometry using a specific set of physical parameters. In a future paper, the algorithm presented here will 
be used to study the dynamic Z-pinch for a wider range of physical parameters [8] in both 1D and 2D geometries.
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Appendix A. Vector operators in spherical coordinates

The spherical coordinate system used in this work differs from that given in the NRL formulary [44]. For that reason, the divergence 
and curl operators for the general non-axisymmetric case are presented here. The mapping matrix is given as

𝜕X

𝜕𝝃
=
⎡⎢⎢⎣
𝜕𝑥∕𝜕𝑟 𝜕𝑦∕𝜕𝑟 𝜕𝑧∕𝜕𝑟
𝜕𝑥∕𝜕𝜃 𝜕𝑦∕𝜕𝜃 𝜕𝑧∕𝜕𝜃
𝜕𝑥∕𝜕𝜙 𝜕𝑦∕𝜕𝜙 𝜕𝑧∕𝜕𝜙

⎤⎥⎥⎦ =
⎡⎢⎢⎣

cos𝜙 cos𝜃 cos𝜙 sin𝜃 sin𝜙
−𝑟 cos𝜙 sin𝜃 𝑟 cos𝜙 cos𝜃 0
−𝑟 sin𝜙 cos𝜃 −𝑟 sin𝜙 sin𝜃 𝑟 cos𝜙

⎤⎥⎥⎦ . (A.1)

The rows of 𝜕X∕𝜕𝝃 form the covariant basis vectors: e0 = r̂, e1 = 𝑟 cos𝜙�̂�, e2 = 𝑟�̂�. The Jacobian of the transformation is 𝐽 ≡
det (𝜕X∕𝜕𝝃) = 𝑟2 cos𝜙. The inverse mapping matrix is given as

𝜕𝝃
=
⎡⎢𝜕𝑟∕𝜕𝑥 𝜕𝜃∕𝜕𝑥 𝜕𝜙∕𝜕𝑥
𝜕𝑟∕𝜕𝑦 𝜕𝜃∕𝜕𝑦 𝜕𝜙∕𝜕𝑦

⎤⎥ = ⎡⎢cos𝜙 cos𝜃 −sin𝜃∕(𝑟 cos𝜙) − sin𝜙 cos𝜃∕𝑟
cos𝜙 sin𝜃 cos𝜃∕(𝑟 cos𝜙) − sin𝜙 sin𝜃∕𝑟

⎤⎥ . (A.2)
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𝜕X ⎢⎣ 𝜕𝑟∕𝜕𝑧 𝜕𝜃∕𝜕𝑧 𝜕𝜙∕𝜕𝑧 ⎥⎦ ⎢⎣ sin𝜙 0 cos𝜙∕𝑟 ⎥⎦
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Fig. B.12. Yee grid diagram for 2D cylindrical geometry. The light green shaded region represents the ghost cell region below the axis. The varying markers show 
where different variables live on the grid as given in the legend.

The columns of 𝜕𝝃∕𝜕X form the contravariant basis vectors: e0 = r̂, e1 = �̂�∕(𝑟 cos𝜙), e2 = �̂�∕𝑟. The general expressions for the 
divergence and curl of some physical vector F are defined, respectively, as

∇ ⋅ F ≡ 1
𝐽

𝜕

𝜕𝝃
⋅
(
𝐽F ⋅ e𝑖

)
, ∇× F ⋅ e𝑖 ≡ 1

𝐽

[
𝜕

𝜕𝜉𝑗

(
F ⋅ e𝑘

)
− 𝜕

𝜕𝜉𝑘

(
F ⋅ e𝑗

)]
, (A.3)

where the indices 𝑖, 𝑗, 𝑘 in the expression for the curl are cyclic. That is, if 𝑖 = 0, then 𝑗 = 1 and 𝑘 = 2. If 𝑖 = 1, then 𝑗 = 2 and 
𝑘 = 0. Using the mapping matrices defined in Eqs. (A.1)-(A.2) with the general definitions given in Eq. (A.3), the divergence and curl 
expressions for this spherical coordinate system are

∇ ⋅ F = 1
𝑟2

𝜕

𝜕𝑟

(
𝑟2𝐹𝑟

)
+ 1
𝑟 cos𝜙

𝜕𝐹𝜃

𝜕𝜃
+ 1
𝑟 cos𝜙

𝜕

𝜕𝜙

(
cos𝜙𝐹𝜙

)
, (A.4)

∇× F = 1
𝑟 cos𝜙

[
𝜕𝐹𝜙

𝜕𝜃
− 𝜕

𝜕𝜙

(
cos𝜙𝐹𝜃

)]
r̂+ 1

𝑟

[
𝜕𝐹𝑟

𝜕𝜙
− 𝜕

𝜕𝑟

(
𝑟𝐹𝜙
)]

�̂�+ 1
𝑟

[
𝜕

𝜕𝑟

(
𝑟𝐹𝜃
)
− 1

cos𝜙
𝜕𝐹𝑟

𝜕𝜃

]
�̂�. (A.5)

Appendix B. Treatments at the 𝒓 = 𝟎 axis of symmetry

The precise treatment of the axis for all aspects of the algorithm is described in this Appendix. Since a Cartesian method is 
used to advance the particles, the particles themselves never actually cross the axis and there are no issues for particles being 
infinitesimally close to the axis. The only possible way for a particle to live right at 𝑟 = 0 is if 𝑥𝑝 = 𝑦𝑝 = 0 for cylindrical geometry and 
𝑥𝑝 = 𝑦𝑝 = 𝑧𝑝 = 0 for spherical geometry. If this rare situation is to occur, it is assumed that 𝜃 = 𝜙 = 0, in which case cos𝜃 = cos𝜙 = 1
and sin𝜃 = sin𝜙 = 0. A diagram of the Yee grid used in this work for 2D cylindrical geometry that include the axis is shown in 
Fig. B.12. This figure serves as a visual aid for the discussion below.

The interpolation of the fields from the grid to the particles will reach out to the ghost region below 𝑟 = 0 for particles close to the 
axis. Likewise, particles close to the axis will deposit some of their current/charge to the ghost region below 𝑟 = 0 when computing 
the current/charge density. The interpolation and deposition schemes themselves are not modified at the boundaries. Rather, the 
appropriate treatment of the fields acting on the particle near a boundary is handled by properly setting the fields in the ghost region 
used for interpolation to the particles. Similarly, the appropriate treatment of the current and charge density near a boundary is 
handled by appropriately folding the particle current and charge deposited to the ghost region back into the interior of the domain. 
Note that this operation can be performed on a grid-based container, which is more efficient than doing it on a particle-by-particle 
basis.

The fields in the ghost region beyond the axis of symmetry used for interpolation to the particles are set by treating each field 
quantity as either even or odd with respect to 𝑟. All field quantities that are identically zero on axis, which are 𝐸𝑟, 𝐸𝜃, 𝐵𝑟, and 𝐵𝜃 for 
cylindrical geometry and all three vector components of E and B in spherical geometry, are treated as odd. For example,

𝐸𝑟 (𝑖− 1∕2, 𝑗) = −𝐸𝑟 (−𝑖+ 1∕2, 𝑗) , for 𝑖 ≤ 0, (B.1)

𝐵𝑟 (𝑖, 𝑗 + 1∕2) = −𝐵𝑟 (−𝑖, 𝑗 + 1∕2) , for 𝑖 ≤ 0. (B.2)

Note that treating these quantities as odd about the axis is consistent with the analytical continuation of these fields for axisymmetric 
modes in cylindrical geometry where a power law expansion of these quantities near axis has only odd powers of 𝑟 [30]. For non-

axisymmetric modes in cylindrical geometry (not considered in this work), and generally for spherical geometry, each of the field 
16

values that are zero right on axis may have even powers of 𝑟 in their power law expansions near axis. While treating these field 
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quantities as odd at 𝑟 = 0 to fill the boundary values may not be consistent with their analytic continuation into this region, we argue 
that it should still be done as doing so ensures that these field values interpolated to the particle converge identically to zero as the 
particle approaches 𝑟 = 0. The axial fields, 𝐵𝑧 and 𝐸𝑧 in cylindrical geometry, are treated as even with respect to 𝑟 = 0, consistent 
with the boundary conditions 𝜕𝐵𝑧∕𝜕𝑟 = 𝜕𝐸𝑧∕𝜕𝑟 = 0 for axisymmetric cylindrical geometry.

The proper way to fold the current deposited to the region below 𝑟 = 0 back into the domain is derived based on that needed 
to maintain exact energy conservation. It can be shown from the total energy law derived in Sec. 3.3 that in order to achieve exact 
energy conservation the particle must deposit current to each location on the grid where it gets electric field used to advance its 
velocity. It is straightforward to show that this is maintained by subtracting (adding) the current deposited to the ghost region from 
its mirror image location above 𝑟 = 0 for the components of the current that correspond to the components of the electric field that 
are odd (even) about the axis. For example,

𝐼𝑟 (−𝑖+ 1∕2, 𝑗)→ 𝐼𝑟 (−𝑖+ 1∕2, 𝑗) − 𝐼𝑟 (𝑖− 1∕2, 𝑗) , for 𝑖 ≤ 0, (B.3)

𝐼𝑧 (−𝑖, 𝑗 + 1∕2)→ 𝐼𝑧 (−𝑖, 𝑗 + 1∕2) + 𝐼𝑧 (𝑖, 𝑗 + 1∕2) , for 𝑖 < 0. (B.4)

Folding the current deposited in the ghost region back into the domain as described in Eqs. (B.3)-(B.4) is precisely what is done at 
a standard symmetry plane in a planar geometry where one can argue that these contributions come from the mirror charge across 
the symmetry plane with equal and opposite current vector. If using a charge conserving current deposition scheme, then local charge 
conservation is maintained by adding the charge deposited into the ghost region back to its mirror image location across the symmetry 
axis (viz. Eq. (B.4)). All that remains is to prove local charge conservation right on axis at 𝑟 = 0.

Here, without loss of generality, local charge conservation at 𝑟 = 0 is proved for 1D cylindrical geometry. Extension to 2D cylin-

drical and 1D spherical is trivial. The divergence of the current density has a singularity at 𝑟 = 0, and one cannot use the discrete 
form given in Eq. (27). The numerical treatment 𝜕

(
𝑟𝐽𝑟
)
∕𝜕𝑟∕𝑟 near axis can be obtained by expanding 𝐽𝑟 in odd powers of 𝑟 and only 

retaining the lowest order term. This gives

𝐽𝑟 (𝑟 ≤Δ𝑟∕2) = 𝐽𝑟,1∕2
𝑟

Δ𝑟∕2
⇒

1
𝑟

𝜕
(
𝑟𝐽𝑟
)

𝜕𝑟

||||𝑟→0
=

4𝐽𝑟,1∕2
Δ𝑟

= 4
𝜋 (Δ𝑟)2

(
𝐼𝑟,1∕2 − 𝐼𝑟,−1∕2

Δ𝑟

)
. (B.5)

The last expression here takes into account the folding back in of the current deposited in the ghost region as given in Eq. (B.3) and 
makes use of the volume element at 𝑖 = 1∕2: Δ𝑉1∕2 = 2𝜋𝑟1∕2Δ𝑟 = 𝜋 (Δ𝑟)2. Using the on-axis volume element, Δ𝑉0 = 𝜋 (Δ𝑟)2 ∕4, the 
discrete rate of change in charge density at 𝑖 = 0 can be written as

𝜌𝑛+10 − 𝜌𝑛0
Δ𝑡

= 4
𝜋 (Δ𝑟)2

(
𝑄𝑛+1

0 −𝑄𝑛
0

Δ𝑡

)
. (B.6)

The term inside the parenthesis in Eq. (B.5) is equal and opposite to the term inside parenthesis in Eq. (B.6) when using a charge-

conserving current deposition scheme (see Eq. (26)). Thus, local charge density is conserved at 𝑟 = 0.

The same power-law expansion used for 𝐽𝑟 in Eq. (B.5) is used to deal with the singularity on axis present in the 𝑧 components of 
∇ × B for cylindrical geometry:

1
𝑟

𝜕
(
𝑟𝐵𝜃
)

𝜕𝑟

||||𝑟→0
=

4𝐵𝜃,1∕2
Δ𝑟

. (B.7)

No such treatment is needed for the similarly expressed 𝜃 and 𝜙 components of ∇ ×B in 1D spherical geometry as these terms are set 
identically to zero on axis consistent with the fact that 𝐸𝜃 and 𝐸𝜙 are identically zero on axis. Similarly, 𝜕𝐵𝑧∕𝜕𝑟 is set to zero at 𝑟 = 0
for cylindrical geometry, consistent with 𝐸𝜃 = 𝐵𝑟 = 0 at 𝑟 = 0. When doing second order finite differencing of Maxwell’s Equations 
on a Yee grid, boundary conditions for the remaining variables are not required for the field solve.
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